Answers to Textbook Questions
and Problems
Questions for Review

1. Microeconomics is the study of how individual firms and households make decisions, and how they interact with one another. Microeconomic models of firms and households are based on principles of optimization—firms and households do the best they can given the constraints they face. For example, households choose which goods to purchase in order to maximize their utility, whereas firms decide how much to produce in order to maximize profits. In contrast, macroeconomics is the study of the economy as a whole; it focuses on issues such as how total output, total employment, and the overall price level are determined. These economy-wide variables are based on the interaction of many households and many firms; therefore, microeconomics forms the basis for macroeconomics.

2. Economists build models as a means of summarizing the relationships among economic variables. Models are useful because they abstract from the many details in the economy and allow one to focus on the most important economic connections.

3. A market-clearing model is one in which prices adjust to equilibrate supply and demand. Market-clearing models are useful in situations where prices are flexible. Yet in many situations, flexible prices may not be a realistic assumption. For example, labor contracts often set wages for up to three years. Or, firms such as magazine publishers change their prices only every three to four years. Most macroeconomists believe that price flexibility is a reasonable assumption for studying long-run issues. Over the long run, prices respond to changes in demand or supply, even though in the short run they may be slow to adjust.

Problems and Applications

1. The many recent macroeconomic issues that have been in the news lately (early 2002) include the recession that began in March 2001, sharp reductions in the Federal Reserve’s target interest rate (the so-called Federal Funds rate) in 2001, whether the government should implement tax cuts or spending increases to stimulate the economy, and a financial crisis in Argentina.

2. Many philosophers of science believe that the defining characteristic of a science is the use of the scientific method of inquiry to establish stable relationships. Scientists examine data, often provided by controlled experiments, to support or disprove a hypothesis. Economists are more limited in their use of experiments. They cannot conduct controlled experiments on the economy; they must rely on the natural course of developments in the economy to collect data. To the extent that economists use the scientific method of inquiry, that is, developing hypotheses and testing them, economics has the characteristics of a science.

3. We can use a simple variant of the supply-and-demand model for pizza to answer this question. Assume that the quantity of ice cream demanded depends not only on the price of ice cream and income, but also on the price of frozen yogurt:

\[ Q^d = D(P_{IC}, P_{FY}, Y). \]

We expect that demand for ice cream rises when the price of frozen yogurt rises, because ice cream and frozen yogurt are substitutes. That is, when the price of frozen yogurt goes up, I consume less of it and, instead, fulfill more of my frozen dessert urges through the consumption of ice cream.
The next part of the model is the supply function for ice cream, $Q^s = S(P_{IC})$. Finally, in equilibrium, supply must equal demand, so that $Q^s = Q^d$. $Y$ and $P_{FY}$ are the exogenous variables, and $Q$ and $P_{IC}$ are the endogenous variables. Figure 1–1 uses this model to show that a fall in the price of frozen yogurt results in an inward shift of the demand curve for ice cream. The new equilibrium has a lower price and quantity of ice cream.

4. The price of haircuts changes rather infrequently. From casual observation, hairstylists tend to charge the same price over a one- or two-year period irrespective of the demand for haircuts or the supply of cutters. A market-clearing model for analyzing the market for haircuts has the unrealistic assumption of flexible prices. Such an assumption is unrealistic in the short run when we observe that prices are inflexible. Over the long run, however, the price of haircuts does tend to adjust; a market-clearing model is therefore appropriate.
Questions for Review

1. GDP measures both the total income of everyone in the economy and the total expenditure on the economy’s output of goods and services. GDP can measure two things at once because both are really the same thing: for an economy as a whole, income must equal expenditure. As the circular flow diagram in the text illustrates, these are alternative, equivalent ways of measuring the flow of dollars in the economy.

2. The consumer price index measures the overall level of prices in the economy. It tells us the price of a fixed basket of goods relative to the price of the same basket in the base year.

3. The Bureau of Labor Statistics classifies each person into one of the following three categories: employed, unemployed, or not in the labor force. The unemployment rate, which is the percentage of the labor force that is unemployed, is computed as follows:

$$\text{Unemployment Rate} = \frac{\text{Number of Unemployed} \times 100}{\text{Labor Force}}.$$  

Note that the labor force is the number of people employed plus the number of people unemployed.

4. Okun’s law refers to the negative relationship that exists between unemployment and real GDP. Employed workers help produce goods and services whereas unemployed workers do not. Increases in the unemployment rate are therefore associated with decreases in real GDP. Okun’s law can be summarized by the equation:

$$\%\Delta\text{Real GDP} = 3\% - 2 \times (\Delta\text{Unemployment Rate}).$$

That is, if unemployment does not change, the growth rate of real GDP is 3 percent. For every percentage-point change in unemployment (for example, a fall from 6 percent to 5 percent, or an increase from 6 percent to 7 percent), output changes by 2 percent in the opposite direction.

Problems and Applications

1. A large number of economic statistics are released regularly. These include the following:

   **Gross Domestic Product**—the market value of all final goods and services produced in a year.

   **The Unemployment Rate**—the percentage of the civilian labor force who do not have a job.

   **Corporate Profits**—the accounting profits remaining after taxes of all manufacturing corporations. It gives an indication of the general financial health of the corporate sector.

   **The Consumer Price Index (CPI)**—a measure of the average price that consumers pay for the goods they buy; changes in the CPI are a measure of inflation.

   **The Trade Balance**—the difference between the value of goods exported abroad and the value of goods imported from abroad.
2. Value added by each person is the value of the good produced minus the amount the person paid for the materials necessary to make the good. Therefore, the value added by the farmer is $1.00 ($1 – 0 = $1). The value added by the miller is $2: she sells the flour to the baker for $3 but paid $1 for the flour. The value added by the baker is $3: she sells the bread to the engineer for $6 but paid the miller $3 for the flour. GDP is the total value added, or $1 + $2 + $3 = $6. Note that GDP equals the value of the final good (the bread).

3. When a woman marries her butler, GDP falls by the amount of the butler’s salary. This happens because measured total income, and therefore measured GDP, falls by the amount of the butler’s loss in salary. If GDP truly measured the value of all goods and services, then the marriage would not affect GDP since the total amount of economic activity is unchanged. Actual GDP, however, is an imperfect measure of economic activity because the value of some goods and services is left out. Once the butler’s work becomes part of his household chores, his services are no longer counted in GDP. As this example illustrates, GDP does not include the value of any output produced in the home. Similarly, GDP does not include other goods and services, such as the imputed rent on durable goods (e.g., cars and refrigerators) and any illegal trade.

4. a. government purchases
b. investment
c. net exports
d. consumption
e. investment

5. Data on parts (a) to (g) can be downloaded from the Bureau of Economic Analysis (www.bea.doc.gov—follow the links to GDP and related data). Most of the data (not necessarily the earliest year) can also be found in the Economic Report of the President. By dividing each component (a) to (g) by nominal GDP and multiplying by 100, we obtain the following percentages:

<table>
<thead>
<tr>
<th>Component</th>
<th>1950</th>
<th>1975</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Personal consumption expenditures</td>
<td>65.5%</td>
<td>63.0%</td>
<td>68.2%</td>
</tr>
<tr>
<td>b. Gross private domestic investment</td>
<td>18.4%</td>
<td>14.1%</td>
<td>17.9%</td>
</tr>
<tr>
<td>c. Government consumption purchases</td>
<td>15.9%</td>
<td>22.1%</td>
<td>17.6%</td>
</tr>
<tr>
<td>d. Net exports</td>
<td>0.2%</td>
<td>0.8%</td>
<td>3.7%</td>
</tr>
<tr>
<td>e. National defense purchases</td>
<td>6.7%</td>
<td>6.6%</td>
<td>3.8%</td>
</tr>
<tr>
<td>f. State and local purchases</td>
<td>7.1%</td>
<td>12.8%</td>
<td>11.7%</td>
</tr>
<tr>
<td>g. Imports</td>
<td>3.9%</td>
<td>7.5%</td>
<td>14.9%</td>
</tr>
</tbody>
</table>

(Note: These data were downloaded February 5, 2002 from the BEA web site.)

Among other things, we observe the following trends in the economy over the period 1950–2000:

(a) Personal consumption expenditures have been around two-thirds of GDP, although the share increased about 5 percentage points between 1975 and 2000.

(b) The share of GDP going to gross private domestic investment fell from 1950 to 1975 but then rebounded.

(c) The share going to government consumption purchases rose more than 6 percentage points from 1950 to 1975 but has receded somewhat since then.

(d) Net exports, which were positive in 1950 and 1975, were substantially negative in 2000.

(e) The share going to national defense purchases fell from 1975 to 2000.

(f) The share going to state and local purchases rose from 1950 to 1975.

(g) Imports have grown rapidly relative to GDP.
6. a.  
   i. Nominal GDP is the total value of goods and services measured at current prices. Therefore,

   \[ \text{Nominal GDP}_{2000} = (P_{\text{cars}2000} \times Q_{\text{cars}2000}) + (P_{\text{bread}2000} \times Q_{\text{bread}2000}) \]
   \[ = ($50,000 \times 100) + ($10 \times 500,000) \]
   \[ = $5,000,000 + $5,000,000 \]
   \[ = $10,000,000. \]

   \[ \text{Nominal GDP}_{2010} = (P_{\text{cars}2010} \times Q_{\text{cars}2010}) + (P_{\text{bread}2010} \times Q_{\text{bread}2010}) \]
   \[ = ($60,000 \times 120) + ($20 \times 400,000) \]
   \[ = $7,200,000 + $8,000,000 \]
   \[ = $15,200,000. \]

   ii. Real GDP is the total value of goods and services measured at constant prices. Therefore, to calculate real GDP in 2010 (with base year 2000), multiply the quantities purchased in the year 2010 by the 2000 prices:

   \[ \text{Real GDP}_{2010} = (P_{\text{cars}2010} \times Q_{\text{cars}2010}) + (P_{\text{bread}2010} \times Q_{\text{bread}2010}) \]
   \[ = ($50,000 \times 120) + ($10 \times 400,000) \]
   \[ = $6,000,000 + $4,000,000 \]
   \[ = $10,000,000. \]

   Real GDP for 2000 is calculated by multiplying the quantities in 2000 by the prices in 2000. Since the base year is 2000, real GDP$_{2000}$ equals nominal GDP$_{2000}$, which is $10,000,000. Hence, real GDP stayed the same between 2000 and 2010.

   iii. The implicit price deflator for GDP compares the current prices of all goods and services produced to the prices of the same goods and services in a base year. It is calculated as follows:

   \[ \text{Implicit Price Deflator}_{2010} = \frac{\text{Nominal GDP}_{2010}}{\text{Real GDP}_{2010}} \]

   Using the values for Nominal GDP$_{2010}$ and real GDP$_{2010}$ calculated above:

   \[ \text{Implicit Price Deflator}_{2010} = \frac{$15,200,000}{\$10,000,000} \]
   \[ = 1.52. \]

   This calculation reveals that prices of the goods produced in the year 2010 increased by 52 percent compared to the prices that the goods in the economy sold for in 2000. (Because 2000 is the base year, the value for the implicit price deflator for the year 2000 is 1.0 because nominal and real GDP are the same for the base year.)

   iv. The consumer price index (CPI) measures the level of prices in the economy. The CPI is called a fixed-weight index because it uses a fixed basket of goods over time to weight prices. If the base year is 2000, the CPI in 2010 is an average of prices in 2010, but weighted by the composition of goods produced in 2000. The CPI$_{2010}$ is calculated as follows:

   \[ \text{CPI}_{2010} = \frac{(P_{\text{cars}2010} \times Q_{\text{cars}2010}) + (P_{\text{bread}2010} \times Q_{\text{bread}2010})}{(P_{\text{cars}2000} \times Q_{\text{cars}2000}) + (P_{\text{bread}2000} \times Q_{\text{bread}2000})} \]
   \[ = \frac{($60,000 \times 100) + ($20 \times 500,000)}{($50,000 \times 100) + ($10 \times 500,000)} \]
   \[ = \frac{16,000,000}{10,000,000} \]
   \[ = 1.6. \]
This calculation shows that the price of goods purchased in 2010 increased by 60 percent compared to the prices these goods would have sold for in 2000. The CPI for 2000, the base year, equals 1.0.

b. The implicit price deflator is a Paasche index because it is computed with a changing basket of goods; the CPI is a Laspeyres index because it is computed with a fixed basket of goods. From (5.a.iii), the implicit price deflator for the year 2010 is 1.52, which indicates that prices rose by 52 percent from what they were in the year 2000. From (5.a.iv.), the CPI for the year 2010 is 1.6, which indicates that prices rose by 60 percent from what they were in the year 2000.

If prices of all goods rose by, say, 50 percent, then one could say unambiguously that the price level rose by 50 percent. Yet, in our example, relative prices have changed. The price of cars rose by 20 percent; the price of bread rose by 100 percent, making bread relatively more expensive.

As the discrepancy between the CPI and the implicit price deflator illustrates, the change in the price level depends on how the goods’ prices are weighted. The CPI weights the price of goods by the quantities purchased in the year 2000. The implicit price deflator weights the price of goods by the quantities purchased in the year 2010. The quantity of bread consumed was higher in 2000 than in 2010, so the CPI places a higher weight on bread. Since the price of bread increased relatively more than the price of cars, the CPI shows a larger increase in the price level.

c. There is no clear-cut answer to this question. Ideally, one wants a measure of the price level that accurately captures the cost of living. As a good becomes relatively more expensive, people buy less of it and more of other goods. In this example, consumers bought less bread and more cars. An index with fixed weights, such as the CPI, overestimates the change in the cost of living because it does not take into account that people can substitute less expensive goods for the ones that become more expensive. On the other hand, an index with changing weights, such as the GDP deflator, underestimates the change in the cost of living because it does not take into account that these induced substitutions make people less well off.

7. a. The consumer price index uses the consumption bundle in year 1 to figure out how much weight to put on the price of a given good:

\[
\text{CPI}^2 = \frac{(P_{\text{red}}^2 \times Q_{\text{red}}^1) + (P_{\text{green}}^2 \times Q_{\text{green}}^1)}{(P_{\text{red}}^1 \times Q_{\text{red}}^1) + (P_{\text{green}}^1 \times Q_{\text{green}}^1)}
\]

\[
= \frac{($2 \times 10) + ($1 \times 0)}{($1 \times 10) + ($2 \times 0)}
\]

\[
= 2.
\]

According to the CPI, prices have doubled.

b. Nominal spending is the total value of output produced in each year. In year 1 and year 2, Abby buys 10 apples for $1 each, so her nominal spending remains constant at $10. For example,

\[
\text{Nominal Spending}_{2} = (P_{\text{red}}^2 \times Q_{\text{red}}^2) + (P_{\text{green}}^2 \times Q_{\text{green}}^2)
\]

\[
= ($2 \times 0) + ($1 \times 10)
\]

\[
= $10.
\]
c. Real spending is the total value of output produced in each year valued at the prices prevailing in year 1. In year 1, the base year, her real spending equals her nominal spending of $10. In year 2, she consumes 10 green apples that are each valued at their year 1 price of $2, so her real spending is $20. That is,

\[
\text{Real Spending}_2 = (P_{\text{red}}^1 \times Q_{\text{red}}^2) + (P_{\text{green}}^1 \times Q_{\text{green}}^2)
\]

\[
= (\$1 \times 0) + (\$2 \times 10)
\]

\[
= $20.
\]

Hence, Abby’s real spending rises from $10 to $20.

d. The implicit price deflator is calculated by dividing Abby’s nominal spending in year 2 by her real spending that year:

\[
\text{Implicit Price Deflator}_2 = \frac{\text{Nominal Spending}_2}{\text{Real Spending}_2}
\]

\[
= \frac{\$10}{\$20}
\]

\[
= 0.5.
\]

Thus, the implicit price deflator suggests that prices have fallen by half. The reason for this is that the deflator estimates how much Abby values her apples using prices prevailing in year 1. From this perspective green apples appear very valuable. In year 2, when Abby consumes 10 green apples, it appears that her consumption has increased because the deflator values green apples more highly than red apples. The only way she could still be spending $10 on a higher consumption bundle is if the price of the good she was consuming fell.

e. If Abby thinks of red apples and green apples as perfect substitutes, then the cost of living in this economy has not changed—in either year it costs $10 to consume 10 apples. According to the CPI, however, the cost of living has doubled. This is because the CPI only takes into account the fact that the red apple price has doubled; the CPI ignores the fall in the price of green apples because they were not in the consumption bundle in year 1. In contrast to the CPI, the implicit price deflator estimates the cost of living has halved. Thus, the CPI, a Laspeyres index, overstates the increase in the cost of living and the deflator, a Paasche index, understates it. This chapter of the text discusses the difference between Laspeyres and Paasche indices in more detail.

8. a. Real GDP falls because Disney does not produce any services while it is closed. This corresponds to a decrease in economic well-being because the income of workers and shareholders of Disney falls (the income side of the national accounts), and people’s consumption of Disney falls (the expenditure side of the national accounts).

b. Real GDP rises because the original capital and labor in farm production now produce more wheat. This corresponds to an increase in the economic well-being of society, since people can now consume more wheat. (If people do not want to consume more wheat, then farmers and farmland can be shifted to producing other goods that society values.)

c. Real GDP falls because with fewer workers on the job, firms produce less. This accurately reflects a fall in economic well-being.

d. Real GDP falls because the firms that lay off workers produce less. This decreases economic well-being because workers’ incomes fall (the income side), and there are fewer goods for people to buy (the expenditure side).

e. Real GDP is likely to fall, as firms shift toward production methods that produce fewer goods but emit less pollution. Economic well-being, however, may rise. The economy now produces less measured output but more clean air; clean air is not
traded in markets and, thus, does not show up in measured GDP, but is nevertheless a good that people value.

f. Real GDP rises because the high-school students go from an activity in which they are not producing market goods and services to one in which they are. Economic well-being, however, may decrease. In ideal national accounts, attending school would show up as investment because it presumably increases the future productivity of the worker. Actual national accounts do not measure this type of investment. Note also that future GDP may be lower than it would be if the students stayed in school, since the future work force will be less educated.

g. Measured real GDP falls because fathers spend less time producing market goods and services. The actual production of goods and services need not have fallen, however. Measured production (what the fathers are paid to do) falls, but unmeasured production of child-rearing services rises.

9. As Senator Robert Kennedy pointed out, GDP is an imperfect measure of economic performance or well-being. In addition to the left-out items that Kennedy cited, GDP also ignores the imputed rent on durable goods such as cars, refrigerators, and lawnmowers; many services and products produced as part of household activity, such as cooking and cleaning; and the value of goods produced and sold in illegal activities, such as the drug trade. These imperfections in the measurement of GDP do not necessarily reduce its usefulness. As long as these measurement problems stay constant over time, then GDP is useful in comparing economic activity from year to year. Moreover, a large GDP allows us to afford better medical care for our children, newer books for their education, and more toys for their play.
Questions for Review

1. Factors of production and the production technology determine the amount of output an economy can produce. Factors of production are the inputs used to produce goods and services: the most important factors are capital and labor. The production technology determines how much output can be produced from any given amounts of these inputs. An increase in one of the factors of production or an improvement in technology leads to an increase in the economy's output.

2. When a firm decides how much of a factor of production to hire, it considers how this decision affects profits. For example, hiring an extra unit of labor increases output and therefore increases revenue; the firm compares this additional revenue to the additional cost from the higher wage bill. The additional revenue the firm receives depends on the marginal product of labor ($MPL$) and the price of the good produced ($P$). An additional unit of labor produces $MPL$ units of additional output, which sells for $P$ dollars. Therefore, the additional revenue to the firm is $P \times MPL$. The cost of hiring the additional unit of labor is the wage $W$. Thus, this hiring decision has the following effect on profits:

$$\Delta \text{Profit} = \Delta \text{Revenue} - \Delta \text{Cost} = (P \times MPL) - W.$$ 

If the additional revenue, $P \times MPL$, exceeds the cost ($W$) of hiring the additional unit of labor, then profit increases. The firm will hire labor until it is no longer profitable to do so—that is, until the $MPL$ falls to the point where the change in profit is zero. In the equation above, the firm hires labor until $\Delta \text{profit} = 0$, which is when $(P \times MPL) = W$.

This condition can be rewritten as:

$$MPL = W/P.$$ 

Therefore, a competitive profit-maximizing firm hires labor until the marginal product of labor equals the real wage. The same logic applies to the firm’s decision to hire capital: the firm will hire capital until the marginal product of capital equals the real rental price.

3. A production function has constant returns to scale if an equal percentage increase in all factors of production causes an increase in output of the same percentage. For example, if a firm increases its use of capital and labor by 50 percent, and output increases by 50 percent, then the production function has constant returns to scale.

If the production function has constant returns to scale, then total income (or equivalently, total output) in an economy of competitive profit-maximizing firms is divided between the return to labor, $MPL \times L$, and the return to capital, $MPK \times K$. That is, under constant returns to scale, economic profit is zero.

4. Consumption depends positively on disposable income—the amount of income after all taxes have been paid. The higher disposable income is, the greater consumption is.

The quantity of investment goods demanded depends negatively on the real interest rate. For an investment to be profitable, its return must be greater than its cost. Because the real interest rate measures the cost of funds, a higher real interest rate makes it more costly to invest, so the demand for investment goods falls.

5. Government purchases are those goods and services purchased directly by the government. For example, the government buys missiles and tanks, builds roads, and provides
services such as air traffic control. All of these activities are part of GDP. Transfer payments are government payments to individuals that are not in exchange for goods or services. They are the opposite of taxes: taxes reduce household disposable income, whereas transfer payments increase it. Examples of transfer payments include Social Security payments to the elderly, unemployment insurance, and veterans’ benefits.

6. Consumption, investment, and government purchases determine demand for the economy’s output, whereas the factors of production and the production function determine the supply of output. The real interest rate adjusts to ensure that the demand for the economy’s goods equals the supply. At the equilibrium interest rate, the demand for goods and services equals the supply.

7. When the government increases taxes, disposable income falls, and therefore consumption falls as well. The decrease in consumption equals the amount that taxes increase multiplied by the marginal propensity to consume (MPC). The higher the MPC is, the greater is the negative effect of the tax increase on consumption. Because output is fixed by the factors of production and the production technology, and government purchases have not changed, the decrease in consumption must be offset by an increase in investment. For investment to rise, the real interest rate must fall. Therefore, a tax increase leads to a decrease in consumption, an increase in investment, and a fall in the real interest rate.

Problems and Applications

1. a. According to the neoclassical theory of distribution, the real wage equals the marginal product of labor. Because of diminishing returns to labor, an increase in the labor force causes the marginal product of labor to fall. Hence, the real wage falls.
   b. The real rental price equals the marginal product of capital. If an earthquake destroys some of the capital stock (yet miraculously does not kill anyone and lower the labor force), the marginal product of capital rises and, hence, the real rental price rises.
   c. If a technological advance improves the production function, this is likely to increase the marginal products of both capital and labor. Hence, the real wage and the real rental price both increase.

2. A production function has decreasing returns to scale if an equal percentage increase in all factors of production leads to a smaller percentage increase in output. For example, if we double the amounts of capital and labor, and output less than doubles, then the production function has decreasing returns to capital and labor. This may happen if there is a fixed factor such as land in the production function, and this fixed factor becomes scarce as the economy grows larger.
   A production function has increasing returns to scale if an equal percentage increase in all factors of production leads to a larger percentage increase in output. For example, if doubling inputs of capital and labor more than doubles output, then the production function has increasing returns to scale. This may happen if specialization of labor becomes greater as population grows. For example, if one worker builds a car, then it takes him a long time because he has to learn many different skills, and he must constantly change tasks and tools; all of this is fairly slow. But if many workers build a car, then each one can specialize in a particular task and become very fast at it.

3. a. According to the neoclassical theory, technical progress that increases the marginal product of farmers causes their real wage to rise.
   b. The real wage in (a) is measured in terms of farm goods. That is, if the nominal wage is in dollars, then the real wage is $W/\text{PF}$, where $\text{PF}$ is the dollar price of farm goods.
c. If the marginal productivity of barbers is unchanged, then their real wage is unchanged.

d. The real wage in (c) is measured in terms of haircuts. That is, if the nominal wage is in dollars, then the real wage is \( W/PH \), where \( PH \) is the dollar price of a haircut.

e. If workers can move freely between being farmers and being barbers, then they must be paid the same wage \( W \) in each sector.

f. If the nominal wage \( W \) is the same in both sectors, but the real wage in terms of farm goods is greater than the real wage in terms of haircuts, then the price of haircuts must have risen relative to the price of farm goods.

g. Both groups benefit from technological progress in farming.

4. The effect of a government tax increase of $100 billion on (a) public saving, (b) private saving, and (c) national saving can be analyzed by using the following relationships:

\[
\text{National Saving} = [\text{Private Saving}] + [\text{Public Saving}]
\]
\[
= [Y - T - C(Y - T)] + [T - G]
\]
\[
= Y - C(Y - T) - G.
\]

a. **Public Saving**—The tax increase causes a 1-for-1 increase in public saving. \( T \) increases by $100 billion and, therefore, public saving increases by $100 billion.

b. **Private Saving**—The increase in taxes decreases disposable income, \( Y - T \), by $100 billion. Since the marginal propensity to consume (MPC) is 0.6, consumption falls by \( 0.6 \times 100 \) billion, or $60 billion. Hence,
\[
\Delta \text{Private Saving} = -100b - 0.6(-100b) = -40b.
\]
Private saving falls $40 billion.

c. **National Saving**—Because national saving is the sum of private and public saving, we can conclude that the $100 billion tax increase leads to a $60 billion increase in national saving.

Another way to see this is by using the third equation for national saving expressed above, that national saving equals \( Y - C(Y - T) - G \). The $100 billion tax increase reduces disposable income and causes consumption to fall by $60 billion. Since neither \( G \) nor \( Y \) changes, national saving thus rises by $60 billion.

d. **Investment**—To determine the effect of the tax increase on investment, recall the national accounts identity:

\[
Y = C(Y - T) + I(r) + G.
\]

Rearranging, we find
\[
Y - C(Y - T) - G = I(r).
\]

The left-hand side of this equation is national saving, so the equation just says the national saving equals investment. Since national saving increases by $60 billion, investment must also increase by $60 billion.
How does this increase in investment take place? We know that investment depends on the real interest rate. For investment to rise, the real interest rate must fall. Figure 3–1 graphs saving and investment as a function of the real interest rate.

The tax increase causes national saving to rise, so the supply curve for loanable funds shifts to the right. The equilibrium real interest rate falls, and investment rises.

5. If consumers increase the amount that they consume today, then private saving and, therefore, national saving will fall. We know this from the definition of national saving:

\[
\text{National Saving} = [\text{Private Saving}] + [\text{Public Saving}]
= [Y - T - C(Y - T)] + [T - G].
\]

An increase in consumption decreases private saving, so national saving falls.

Figure 3–2 graphs saving and investment as a function of the real interest rate. If national saving decreases, the supply curve for loanable funds shifts to the left, thereby raising the real interest rate and reducing investment.
6. a. Private saving is the amount of disposable income, $Y - T$, that is not consumed:

\[
S_{\text{private}} = Y - T - C \\
= 5,000 - 1,000 - (250 + 0.75(5,000 - 1,000)) \\
= 750.
\]

Public saving is the amount of taxes the government has left over after it makes its purchases:

\[
S_{\text{public}} = T - G \\
= 1,000 - 1,000 \\
= 0.
\]

Total saving is the sum of private saving and public saving:

\[
S = S_{\text{private}} + S_{\text{public}} \\
= 750 + 0 \\
= 750.
\]

b. The equilibrium interest rate is the value of $r$ that clears the market for loanable funds. We already know that national saving is 750, so we just need to set it equal to investment:

\[
S = I \\
750 = 1,000 - 50r
\]

Solving this equation for $r$, we find:

\[
r = 5\%.
\]

c. When the government increases its spending, private saving remains the same as before (notice that $G$ does not appear in the $S_{\text{private}}$ above) while government saving decreases. Putting the new $G$ into the equations above:

\[
S_{\text{private}} = 750 \\
S_{\text{public}} = T - G \\
= 1,000 - 1,250 \\
= -250.
\]

Thus,

\[
S = S_{\text{private}} + S_{\text{public}} \\
= 750 + (-250) \\
= 500.
\]

d. Once again the equilibrium interest rate clears the market for loanable funds:

\[
S = I \\
500 = 1,000 - 50r
\]

Solving this equation for $r$, we find:

\[
r = 10\%.
\]

7. To determine the effect on investment of an equal increase in both taxes and government spending, consider the national income accounts identity for national saving:

\[
\text{National Saving} = \text{[Private Saving]} + \text{[Public Saving]} \\
= [Y - T - C(Y - T)] + [T - G].
\]

We know that $Y$ is fixed by the factors of production. We also know that the change in consumption equals the marginal propensity to consume ($MPC$) times the change in disposable income. This tells us that

\[
\Delta \text{National Saving} = [-\Delta T - (MPC \times (-\Delta T))] + [\Delta T - \Delta G] \\
= [-\Delta T + (MPC \times \Delta T)] + 0 \\
= (MPC - 1) \Delta T.
\]
The above expression tells us that the impact on saving of an equal increase in \( T \) and \( G \) depends on the size of the marginal propensity to consume. The closer the \( MPC \) is to 1, the smaller is the fall in saving. For example, if the \( MPC \) equals 1, then the fall in consumption equals the rise in government purchases, so national saving \([Y - C(Y - T') - G]\) is unchanged. The closer the \( MPC \) is to 0 (and therefore the larger is the amount saved rather than spent for a one-dollar change in disposable income), the greater is the impact on saving. Because we assume that the \( MPC \) is less than 1, we expect that national saving falls in response to an equal increase in taxes and government spending.

The reduction in saving means that the supply of loanable funds curve shifts to the left in Figure 3–3. The real interest rate rises, and investment falls.

8. a. The demand curve for business investment shifts out because the subsidy increases the number of profitable investment opportunities for any given interest rate. The demand curve for residential investment remains unchanged.

b. The total demand curve for investment in the economy shifts out since it represents the sum of business investment, which shifts out, and residential investment, which is unchanged. As a result the real interest rate rises as in Figure 3–4.
c. The total quantity of investment does not change because it is constrained by the inelastic supply of savings. The investment tax credit leads to a rise in business investment, but an offsetting fall in residential investment. That is, the higher interest rate means that residential investment falls (a shift along the curve), whereas the outward shift of the business investment curve leads business investment to rise by an equal amount. Figure 3–5 shows this change. Note that \( I_1^B + I_1^R = I_2^B + I_2^R = S \)

9. In this chapter, we concluded that an increase in government expenditures reduces national saving and raises the interest rate; it therefore crowds out investment by the full amount of the increase in government expenditure. Similarly, a tax cut increases disposable income and hence consumption; this increase in consumption translates into a fall in national saving—again, it crowds out investment.
If consumption depends on the interest rate, then these conclusions about fiscal policy are modified somewhat. If consumption depends on the interest rate, then so does saving. The higher the interest rate, the greater the return to saving. Hence, it seems reasonable to think that an increase in the interest rate might increase saving and reduce consumption. Figure 3–6 shows saving as an increasing function of the interest rate.

Consider what happens when government purchases increase. At any given level of the interest rate, national saving falls by the change in government purchases, as shown in Figure 3–7. The figure shows that if the saving function slopes upward, investment falls by less than the amount that government purchases rise; this happens because consumption falls and saving increases in response to the higher interest rate. Hence, the more responsive consumption is to the interest rate, the less government purchases crowd out investment.
More Problems and Applications to Chapter 3

1. a. A Cobb–Douglas production function has the form $Y = AK^\alpha L^{1-\alpha}$. In the appendix we showed that the marginal products for the Cobb–Douglas production function are:

$$MPL = (1 - \alpha)Y/L.$$  
$$MPK = \alpha Y/K.$$  

Competitive profit-maximizing firms hire labor until its marginal product equals the real wage, and hire capital until its marginal product equals the real rental rate. Using these facts and the above marginal products for the Cobb–Douglas production function, we find:

$$(W/P) = MPL = (1 - \alpha)Y/L.$$  
$$(R/P) = MPK = \alpha Y/K.$$  

Rewriting this:

$$(W/P)L = MPL \times L = (1 - \alpha)Y.$$  
$$(R/P)K = MPK \times K = \alpha Y.$$  

Note that the terms $(W/P)L$ and $(R/P)K$ are the wage bill and total return to capital, respectively. Given that the value of $\alpha = 0.3$, then the above formulas indicate that labor receives 70 percent of total output, which is $(1 - 0.3)$, and capital receives 30 percent of total output.

b. To determine what happens to total output when the labor force increases by 10 percent, consider the formula for the Cobb–Douglas production function:

$$Y = AK^\alpha L^{1-\alpha}.$$ 

Let $Y_1$ equal the initial value of output and $Y_2$ equal final output. We know that $\alpha = 0.3$. We also know that labor $L$ increases by 10 percent:

$$Y_1 = AK^{0.3}L^{0.7}.$$  
$$Y_2 = AK^{0.3}(1.1L)^{0.7}.$$  

Note that we multiplied $L$ by 1.1 to reflect the 10-percent increase in the labor force. To calculate the percentage change in output, divide $Y_2$ by $Y_1$:

$$\frac{Y_2}{Y_1} = \frac{AK^{0.3}(1.1L)^{0.7}}{AK^{0.3}L^{0.7}}.$$  
$$= (1.1)^{0.7}.$$  
$$= 1.069.$$  

That is, output increases by 6.9 percent.

To determine how the increase in the labor force affects the rental price of capital, consider the formula for the real rental price of capital $R/P$:

$$R/P = MPK = \alpha AK^{\alpha-1}L^{1-\alpha}.$$ 

We know that $\alpha = 0.3$. We also know that labor $(L)$ increases by 10 percent. Let $(R/P)_1$ equal the initial value of the real rental price of capital, and $(R/P)_2$ equal the final real rental price of capital after the labor force increases by 10 percent. To find $(R/P)_2$, multiply $L$ by 1.1 to reflect the 10-percent increase in the labor force:

$$(R/P)_1 = 0.3AK^{-0.7}L^{0.7}.$$  
$$(R/P)_2 = 0.3AK^{-0.7}(1.1L)^{0.7}.$$
The rental price increases by the ratio
\[
\frac{\bar{R}/P_2}{\bar{R}/P_1} = \frac{0.3AK^{-0.7}(1.1L)^{0.7}}{0.3AK^{-0.7}L^{0.7}}
= (1.1)^{0.7}
= 1.069.
\]
So the rental price increases by 6.9 percent.

To determine how the increase in the labor force affects the real wage, consider the formula for the real wage \(W/P\):
\[
W/P = MPL = (1 - \alpha)AK^\alpha L^{-\alpha}.
\]
We know that \(\alpha = 0.3\). We also know that labor \((L)\) increases by 10 percent. Let \((W/P)_1\) equal the initial value of the real wage and \((W/P)_2\) equal the final value of the real wage. To find \((W/P)_2\), multiply \(L\) by 1.1 to reflect the 10-percent increase in the labor force:
\[
(W/P)_1 = (1 - 0.3)AK^{0.3} L^{0.7}.
\]
\[
(W/P)_2 = (1 - 0.3)AK^{0.3}(1.1L)^{0.7}.
\]

To calculate the percentage change in the real wage, divide \((W/P)_2\) by \((W/P)_1\):
\[
\frac{(W/P)_2}{(W/P)_1} = \frac{(1 - 0.3)AK^{0.3}(1.1L)^{0.7}}{(1 - 0.3)AK^{0.3}L^{0.7}}
= (1.1)^{-0.3}
= 0.972.
\]
That is, the real wage falls by 2.8 percent.

c. We can use the same logic as (b) to set
\[
Y_1 = AK^{0.3}L^{0.7}.
\]
\[
Y_2 = A(1.1K)^{0.3}L^{0.7}.
\]

Therefore, we have:
\[
\frac{Y_2}{Y_1} = \frac{A(1.1K)^{0.3}L^{1.7}}{AK^{0.3}L^{0.7}}
= (1.1)^{0.7}
= 1.029.
\]
This equation shows that output increases by 2 percent. Notice that \(\alpha < 0.5\) means that proportional increases to capital will increase output by less than the same proportional increase to labor.

Again using the same logic as (b) for the change in the real rental price of capital:
\[
\frac{\bar{R}/P_2}{\bar{R}/P_1} = \frac{0.3A(1.1K)^{-0.7}L^{0.7}}{0.3AK^{-0.7}L^{0.7}}
= (1.1)^{-0.7}
= 0.935.
\]
The real rental price of capital falls by 6.5 percent because there are diminishing returns to capital; that is, when capital increases, its marginal product falls.
Finally, the change in the real wage is:

\[
\frac{(W/P)_2}{(W/P)_1} = \frac{0.7A(1.1K)^{-0.7}L^{0.7}}{0.7AK^{-0.7}L^{0.7}} (1.1)^{0.3} = 1.029.
\]

Hence, real wages increase by 2.9 percent because the added capital increases the marginal productivity of the existing workers. (Notice that the wage and output have both increased by the same amount, leaving the labor share unchanged—a feature of Cobb–Douglas technologies.)

d. Using the same formula, we find that the change in output is:

\[
\frac{Y_2}{Y_1} = \frac{(1.1A)K^{0.3}L^{0.7}}{AK^{0.3}L^{0.7}} = 1.1.
\]

This equation shows that output increases by 10 percent. Similarly, the rental price of capital and the real wage also increase by 10 percent:

\[
\frac{(R/P)_2}{(R/P)_1} = \frac{0.3(1.1A)K^{-0.7}L^{0.7}}{0.3AK^{-0.7}L^{0.7}} = 1.1.
\]

\[
\frac{(W/P)_2}{(W/P)_1} = \frac{0.7(1.1A)K^{0.3}L^{-0.3}}{0.7AK^{0.3}L^{-0.3}} = 1.1.
\]

2. a. The marginal product of labor \( MPL \) is found by differentiating the production function with respect to labor:

\[
MPL = \frac{dY}{dL} = \frac{1}{3} K^{1/3}H^{1/3}L^{-2/3}.
\]

This equation is increasing in human capital because more human capital makes all the existing labor more productive.

b. The marginal product of human capital \( MPH \) is found by differentiating the production function with respect to human capital:

\[
MPH = \frac{dY}{dH} = \frac{1}{3} K^{1/3}H^{1/3}L^{-2/3}.
\]

This equation is decreasing in human capital because there are diminishing returns.

c. The labor share of output is the proportion of output that goes to labor. The total amount of output that goes to labor is the real wage (which, under perfect competition, equals the marginal product of labor) times the quantity of labor. This quantity is divided by the total amount of output to compute the labor share:

\[
\text{Labor Share} = \frac{(4K^{1/3}H^{1/3}L^{2/3})L}{K^{1/3}H^{1/3}L^{2/3}} = \frac{1}{3}.
\]
We can use the same logic to find the human capital share:

\[ \text{Human Capital Share} = \frac{\left( \frac{1}{3} K^{1/3} L^{1/3} H^{-2/3} \right) H}{K^{1/3} H^{1/3} L^{1/3}} = \frac{1}{3}, \]

so labor gets one-third of the output, and human capital gets one-third of the output. Since workers own their human capital (we hope!), it will appear that labor gets two-thirds of output.

d. The ratio of the skilled wage to the unskilled wage is:

\[ \frac{W_{\text{skilled}}}{W_{\text{unskilled}}} = \frac{MPL + MPH}{MPL} = \frac{1}{3} K^{1/3} L^{-2/3} H^{1/3} + \frac{1}{3} K^{1/3} L^{1/3} H^{-2/3} \]

\[ = 1 + \frac{L}{H}. \]

Notice that the ratio is always greater than 1 because skilled workers get paid more than unskilled workers. Also, when \( H \) increases this ratio falls because the diminishing returns to human capital lower its return, while at the same time increasing the marginal product of unskilled workers.

e. If more college scholarships increase \( H \), then it does lead to a more egalitarian society. The policy lowers the returns to education, decreasing the gap between the wages of more and less educated workers. More importantly, the policy even raises the absolute wage of unskilled workers because their marginal product rises when the number of skilled workers rises.
Questions for Review

1. Money has three functions: it is a store of value, a unit of account, and a medium of exchange. As a store of value, money provides a way to transfer purchasing power from the present to the future. As a unit of account, money provides the terms in which prices are quoted and debts are recorded. As a medium of exchange, money is what we use to buy goods and services.

2. Fiat money is established as money by the government but has no intrinsic value. For example, a U.S. dollar bill is fiat money. Commodity money is money that is based on a commodity with some intrinsic value. Gold, when used as money, is an example of commodity money.

3. In many countries, a central bank controls the money supply. In the United States, the central bank is the Federal Reserve—often called the Fed. The control of the money supply is called monetary policy. The primary way that the Fed controls the money supply is through open-market operations, which involve the purchase or sale of government bonds. To increase the money supply, the Fed uses dollars to buy government bonds from the public, putting more dollars into the hands of the public. To decrease the money supply, the Fed sells some of its government bonds, taking dollars out of the hands of the public.

4. The quantity equation is an identity that expresses the link between the number of transactions that people make and how much money they hold. We write it as

$$\text{Money} \times \text{Velocity} = \text{Price} \times \text{Transactions}$$

$$M \times V = P \times T.$$  

The right-hand side of the quantity equation tells us about the total number of transactions that occur during a given period of time, say, a year. $T$ represents the total number of times that any two individuals exchange goods or services for money. $P$ represents the price of a typical transaction. Hence, the product $P \times T$ represents the number of dollars exchanged in a year.

The left-hand side of the quantity equation tells us about the money used to make these transactions. $M$ represents the quantity of money in the economy. $V$ represents the transactions velocity of money—the rate at which money circulates in the economy.

Because the number of transactions is difficult to measure, economists usually use a slightly different version of the quantity equation, in which the total output of the economy $Y$ replaces the number of transactions $T$:

$$\text{Money} \times \text{Velocity} = \text{Price} \times \text{Output}$$

$$M \times V = P \times Y.$$  

$P$ now represents the price of one unit of output, so that $P \times Y$ is the dollar value of output—nominal GDP. $V$ represents the income velocity of money—the number of times a dollar bill becomes a part of someone’s income.

5. If we assume that velocity in the quantity equation is constant, then we can view the quantity equation as a theory of nominal GDP. The quantity equation with fixed velocity states that

$$MV = PY.$$  

If velocity $V$ is constant, then a change in the quantity of money ($M$) causes a proportionate change in nominal GDP ($PY$). If we assume further that output is fixed by the factors of production and the production technology, then we can conclude that the
quantity of money determines the price level. This is called the *quantity theory of money*.

6. The holders of money pay the inflation tax. As prices rise, the real value of the money that people hold falls—that is, a given amount of money buys fewer goods and services since prices are higher.

7. The Fisher equation expresses the relationship between nominal and real interest rates. It says that the nominal interest rate $i$ equals the real interest rate $r$ plus the inflation rate $\pi$:

$$i = r + \pi.$$  

This tells us that the nominal interest rate can change either because the real interest rate changes or the inflation rate changes. The real interest rate is assumed to be unaffected by inflation; as discussed in Chapter 3, it adjusts to equilibrate saving and investment. There is thus a one-to-one relationship between the inflation rate and the nominal interest rate: if inflation increases by 1 percent, then the nominal interest rate also increases by 1 percent. This one-to-one relationship is called the *Fisher effect*.

If inflation increases from 6 to 8 percent, then the Fisher effect implies that the nominal interest rate increases by 2 percentage points, while the real interest rate remains constant.

8. The costs of expected inflation include the following:
   
   a. **Shoeleather costs.** Higher inflation means higher nominal interest rates, which mean that people want to hold lower real money balances. If people hold lower money balances, they must make more frequent trips to the bank to withdraw money. This is inconvenient (and it causes shoes to wear out more quickly).
   
   b. **Menu costs.** Higher inflation induces firms to change their posted prices more often. This may be costly if they must reprint their menus and catalogs.
   
   c. **Greater variability in relative prices.** If firms change their prices infrequently, then inflation causes greater variability in relative prices. Since free-market economies rely on relative prices to allocate resources efficiently, inflation leads to microeconomic inefficiencies.
   
   d. **Altered tax liabilities.** Many provisions of the tax code do not take into account the effect of inflation. Hence, inflation can alter individuals’ and firms’ tax liabilities, often in ways that lawmakers did not intend.
   
   e. **The inconvenience of a changing price level.** It is inconvenient to live in a world with a changing price level. Money is the yardstick with which we measure economic transactions. Money is a less useful measure when its value is always changing.

   There is an additional cost to unexpected inflation:

   f. **Arbitrary redistributions of wealth.** Unexpected inflation arbitrarily redistributes wealth among individuals. For example, if inflation is higher than expected, debtors gain and creditors lose. Also, people with fixed pensions are hurt because their dollars buy fewer goods.

9. A hyperinflation always reflects monetary policy. That is, the price level cannot grow rapidly unless the supply of money also grows rapidly; and hyperinflations do not end unless the government drastically reduces money growth. This explanation, however, begs a central question: Why does the government start and then stop printing lots of money? The answer almost always lies in fiscal policy: When the government has a large budget deficit (possibly due to a recent war or some other major event) that it cannot fund by borrowing, it resorts to printing money to pay its bills. And only when this fiscal problem is alleviated—by reducing government spending and collecting more taxes—can the government hope to slow its rate of money growth.

10. A *real variable* is one that is measured in units that are constant over time—for example, they might be measured in “constant dollars.” That is, the units are adjusted for...
inflation. A *nominal variable* is one that is measured in current dollars; the value of the variable is not adjusted for inflation. For example, a real variable could be a Hershey’s candy bar; the nominal variable is the current-price value of the Hershey’s candy bar—5 cents in 1960, say, and 75 cents in 1999. The interest rate you are quoted by your bank—8 percent, say—is a nominal rate, since it is not adjusted for inflation. If inflation is, say, 3 percent, then the real interest rate, which measures your purchasing power, is 5 percent.

**Problems and Applications**

1. Money functions as a store of value, a medium of exchange, and a unit of account.
   a. A credit card can serve as a medium of exchange because it is accepted in exchange for goods and services. A credit card is, arguably, a (negative) store of value because you can accumulate debt with it. A credit card is not a unit of account—a car, for example, does not cost 5 VISA cards.
   b. A Rembrandt painting is a store of value only.
   c. A subway token, within the subway system, satisfies all three functions of money. Yet outside the subway system, it is not widely used as a unit of account or a medium of exchange, so it is not a form of money.

2. The real interest rate is the difference between the nominal interest rate and the inflation rate. The nominal interest rate is 11 percent, but we need to solve for the inflation rate. We do this with the quantity identity expressed in percentage-change form:

   \[ \% \text{ Change in } M + \% \text{ Change in } V = \% \text{ Change in } P + \% \text{ Change in } Y. \]

   Rearranging this equation tells us that the inflation rate is given by:

   \[ \% \text{ Change in } P + \% \text{ Change in } M + \% \text{ Change in } V - \% \text{ Change in } Y. \]

   Substituting the numbers given in the problem, we thus find:

   \[ \% \text{ Change in } P = 14\% + 0\% - 5\% \]

   \[ = 9\%. \]

   Thus, the real interest rate is 2 percent: the nominal interest rate of 11 percent minus the inflation rate of 9 percent.

3. a. Legislators wish to ensure that the real value of Social Security and other benefits stays constant over time. This is achieved by indexing benefits to the cost of living as measured by the consumer price index. With indexing, nominal benefits change at the same rate as prices.
   
   b. Assuming the inflation is measured correctly (see Chapter 2 for more on this issue), senior citizens are unaffected by the lower rate of inflation. Although they get less money from the government, the goods they purchase are cheaper; their purchasing power is exactly the same as it was with the higher inflation rate.

4. The major benefit of having a national money is seigniorage—the ability of the government to raise revenue by printing money. The major cost is the possibility of inflation, or even hyperinflation, if the government relies too heavily on seigniorage. The benefits and costs of using a foreign money are exactly the reverse: the benefit of foreign money is that inflation is no longer under domestic political control, but the cost is that the domestic government loses its ability to raise revenue through seigniorage. (There is also a subjective cost to having pictures of foreign leaders on your currency.)

   The foreign country’s political stability is a key factor. The primary reason for using another nation’s money is to gain stability. If the foreign country is unstable, then the home country is definitely better off using its own currency—the home economy remains more stable, and it keeps the seigniorage.

5. A paper weapon might have been effective for all the reasons that a hyperinflation is bad. For example, it increases shoeleather and menu costs; it makes relative prices more variable; it alters tax liabilities in arbitrary ways; it increases variability in rela-
tive prices; it makes the unit of account less useful; and finally, it increases uncertainty and causes arbitrary redistributions of wealth. If the hyperinflation is sufficiently extreme, it can undermine the public’s confidence in the economy and economic policy.

Note that if foreign airplanes dropped the money, then the government would not receive seigniorage revenue from the resulting inflation, so this benefit usually associated with inflation is lost.

6. One way to understand Coolidge’s statement is to think of a government that is a net debtor in nominal terms to the private sector. Let $B$ denote the government’s outstanding debt measured in U.S. dollars. The debt in real terms equals $B/P$, where $P$ is the price level. By increasing inflation, the government raises the price level and reduces in real terms the value of its outstanding debt. In this sense we can say that the government repudiates the debt. This only matters, however, when inflation is unexpected. If inflation is expected, people demand a higher nominal interest rate. Repudiation still occurs (i.e., the real value of the debt still falls when the price level rises), but it is not at the expense of the holders of the debt, since they are compensated with a higher nominal interest rate.

7. A deflation means a fall in the general price level, which is the same as a rise in the value of money. Under a gold standard, a rise in the value of money is a rise in the value of gold because money and gold are in a fixed ratio. Therefore, after a deflation, an ounce of gold buys more goods and services. This creates an incentive to look for new gold deposits and, thus, more gold is found after a deflation.

8. An increase in the rate of money growth leads to an increase in the rate of inflation. Inflation, in turn, causes the nominal interest rate to rise, which means that the opportunity cost of holding money increases. As a result, real money balances fall. Since money is part of wealth, real wealth also falls. A fall in wealth reduces consumption, and, therefore, increases saving. The increase in saving leads to an outward shift of the saving schedule, as in Figure 4–1. This leads to a lower real interest rate.

The classical dichotomy states that a change in a nominal variable such as inflation does not affect real variables. In this case, the classical dichotomy does not hold; the increase in the rate of inflation leads to a decrease in the real interest rate. The Fisher effect states that $i = r + \pi$. In this case, since the real interest rate $r$ falls, a 1-percent increase in inflation increases the nominal interest rate $i$ by less than 1 percent.
Most economists believe that this Mundell–Tobin effect is not important because real money balances are a small fraction of wealth. Hence, the impact on saving as illustrated in Figure 4–1 is small.

9. The Economist (www.economist.com) is a useful site for recent data. [Note: unfortunately, as of this writing (February 2002), you need a paid subscription to get access to many of the tables online.] Alternatively, the International Monetary Fund has links to country data sources (www.imf.org; follow the links to standards and codes and then to data dissemination).

For example, in the twelve months ending in November 2001, consumer prices in Turkey rose 69 percent from a year earlier, M1 rose 55 percent while M2 rose 52 percent, and short-term interest rates were 54 percent. By contrast, in the United States in the twelve months ending in December 2001, consumer prices rose about 2 percent, M1 rose 8 percent, M2 rose 14 percent; and short-term interest rates were a little under 2 percent. These data are consistent with the theories in the chapter, in that high-inflation countries have higher rates of money growth and also higher nominal interest rates.

More Problems and Applications to Chapter 4

1. With constant money growth at rate $\mu$, the question tells us that the Cagan model implies that $p_t = m_t + \gamma \mu$. This question draws out the implications of this equation.
   a. One way to interpret this result is to rearrange to find:

   $$m_t - p_t = -\gamma \mu.$$

   That is, real balances depend on the money growth rate. As the growth rate of money rises, real balances fall. This makes sense in terms of the model in this chapter, since faster money growth implies faster inflation, which makes it less desirable to hold money balances.

   b. With unchanged growth in the money supply, the increase in the level of the money supply $m_t$ increases the price level $p_t$ one-for-one.

   c. With unchanged current money supply $m_t$, a change in the growth rate of money $\mu$ changes the price level in the same direction.

   d. When the central bank reduces the rate of money growth $\mu$, the price level will immediately fall. To offset this decline in the price level, the central bank can increase the current level of the money supply $m_t$, as we found in part (b). These answers assume that at each point in time, private agents expect the growth rate of money to remain unchanged, so that the change in policy takes them by surprise—but once it happens, it is completely credible. A practical problem is that the private sector might not find it credible that an increase in the current money supply signals a decrease in future money growth rates.

   e. If money demand does not depend on the expected rate of inflation, then the price level changes only when the money supply itself changes. That is, changes in the growth rate of money $\mu$ do not affect the price level. In part (d), the central bank can keep the current price level $p_t$ constant simply by keeping the current money supply $m_t$ constant.
Questions for Review

1. By rewriting the national income accounts identity, we show in the text that

\[ S - I = NX. \]

This form of the national income accounts identity shows the relationship between the international flow of funds for capital accumulation, \( S - I \), and the international flow of goods and services, \( NX \).

Net foreign investment refers to the \((S - I)\) part of this identity: it is the excess of domestic saving over domestic investment. In an open economy, domestic saving need not equal domestic investment, because investors can borrow and lend in world financial markets. The trade balance refers to the \((NX)\) part of the identity: it is the difference between what we export and what we import.

Thus, the national accounts identity shows that the international flow of funds to finance capital accumulation and the international flow of goods and services are two sides of the same coin.

2. The nominal exchange rate is the relative price of the currency of two countries. The real exchange rate, sometimes called the terms of trade, is the relative price of the goods of two countries. It tells us the rate at which we can trade the goods of one country for the goods of another.

3. A cut in defense spending increases government saving and, hence, increases national saving. Investment depends on the world rate and is unaffected. Hence, the increase in saving causes the \((S - I)\) schedule to shift to the right, as in Figure 5–1. The trade balance rises, and the real exchange rate falls.

![Figure 5–1](image-url)
4. If a small open economy bans the import of Japanese VCRs, then for any given real exchange rate, imports are lower, so that net exports are higher. Hence, the net export schedule shifts out, as in Figure 5–2.

The protectionist policy of banning VCRs does not affect saving, investment, or the world interest rate, so the $S-I$ schedule does not change. Because protectionist policies do not alter either saving or investment in the model of this chapter, they cannot alter the trade balance. Instead, a protectionist policy drives the real exchange rate higher.

5. We can relate the real and nominal exchange rates by the expression

$$\text{Nominal Real Ratio of Exchange} = \frac{\text{Nominal Exchange Rate}}{\text{Price Levels}} = \epsilon \times \left(\frac{P^*}{P}\right).$$

Let $P^*$ be the Italian price level and $P$ be the German price level. The nominal exchange rate $\epsilon$ is the number of Italian lira per German mark (this is as if we take Germany to be the “domestic” country). We can express this in terms of percentage changes over time as

$$\% \text{ Change in } \epsilon = \% \text{ Change in } \epsilon + (\pi^* - \pi),$$

where $\pi^*$ is the Italian inflation rate and $\pi$ is the German inflation rate. If Italian inflation is higher than German inflation, then this equation tells us that a mark buys an increasing amount of lira over time: the mark rises relative to the lira. Alternatively, viewed from the Italian perspective, the exchange rate in terms of marks per lira falls.
Problems and Applications

1. a. An increase in saving shifts the \((S - I)\) schedule to the right, increasing the supply of dollars available to be invested abroad, as in Figure 5–3. The increased supply of dollars causes the equilibrium real exchange rate to fall from \(\epsilon_1\) to \(\epsilon_2\). Because the dollar becomes less valuable, domestic goods become less expensive relative to foreign goods, so exports rise and imports fall. This means that the trade balance increases. The nominal exchange rate falls following the movement of the real exchange rate, because prices do not change in response to this shock.
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b. The introduction of a stylish line of Toyotas that makes some consumers prefer foreign cars over domestic cars has no effect on saving or investment, but it shifts the \(N_X(\epsilon)\) schedule inward, as in Figure 5–4. The trade balance does not change, but the real exchange rate falls from \(\epsilon_1\) to \(\epsilon_2\). Because prices are not affected, the nominal exchange rate follows the real exchange rate.
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c. In the model we considered in this chapter, the introduction of ATMs has no effect on any real variables. The amounts of capital and labor determine output $\bar{Y}$. The world interest rate $r^*$ determines investment $I(r^*)$. The difference between domestic saving and domestic investment $(S - I)$ determines net exports. Finally, the intersection of the $NX(\epsilon)$ schedule and the $(S - I)$ schedule determines the real exchange rate, as in Figure 5–5.

The introduction of ATMs, by reducing money demand, does affect the nominal exchange rate through its effect on the domestic price level. The price level adjusts to equilibrate the demand and supply of real balances, so that

$$\frac{M}{P} = (\frac{M}{P})^d.$$  

If $M$ is fixed, then a fall in $(\frac{M}{P})^d$ causes an increase in the price level: this reduces the supply of real balances $\frac{M}{P}$ and restores equilibrium in the money market.

Now recall the formula for the nominal exchange rate:

$$e = \epsilon \times (P^\pi/P).$$

We know that the real exchange rate $\epsilon$ remains constant, and we assume that the foreign price level $P^\pi$ is fixed. When the domestic price level $P$ increases, the nominal exchange rate $e$ depreciates.
2. a. National saving is the amount of output that is not purchased for current consumption by households or the government. We know output and government spending, and the consumption function allows us to solve for consumption. Hence, national saving is given by:

\[ S = Y - C - G \]

\[ = 5,000 - (250 + 0.75(5,000 - 1,000)) - 1,000 \]

\[ = 750. \]

Investment depends negatively on the interest rate, which equals the world rate \( r^* \) of 5. Thus,

\[ I = 1,000 - 50 \times 5 \]

\[ = 750. \]

Net exports equals the difference between saving and investment. Thus,

\[ NX = S - I \]

\[ = 750 - 750 \]

\[ = 0. \]

Having solved for net exports, we can now find the exchange rate that clears the foreign-exchange market:

\[ NX = 500 - 500 \times \epsilon \]

\[ 0 = 500 - 500 \times \epsilon \]

\[ \epsilon = 1. \]

b. Doing the same analysis with the new value of government spending we find:

\[ S = Y - C - G \]

\[ = 5,000 - (250 + 0.75(5,000 - 1,000)) - 1,250 \]

\[ = 500. \]

\[ I = 1,000 - 50 \times 5 \]

\[ = 750. \]

\[ NX = S - I \]

\[ = 500 - 750 \]

\[ = -250. \]

\[ NX = 500 - 500 \times \epsilon \]

\[ -250 = 500 - 500 \times \epsilon \]

\[ \epsilon = 1.5. \]

The increase in government spending reduces national saving, but with an unchanged world real interest rate, investment remains the same. Therefore, domestic investment now exceeds domestic saving, so some of this investment must be financed by borrowing from abroad. This capital inflow is accomplished by reducing net exports, which requires that the currency appreciate.
c. Repeating the same steps with the new interest rate,

\[ S = Y - C - G \]
\[ = 5,000 - (250 + 0.75(5,000 - 1,000)) - 1,000 \]
\[ = 750 \]
\[ I = 1,000 - 50 \times 10 \]
\[ = 500 \]
\[ NX = S - I \]
\[ = 750 - 500 \]
\[ = 250 \]
\[ NX = 500 - 500 \times \epsilon \]
\[ 250 = 500 - 500 \times \epsilon \]
\[ \epsilon = 0.5. \]

Saving is unchanged from part (a), but the higher world interest rate lowers investment. This capital outflow is accomplished by running a trade surplus, which requires that the currency depreciate.

3. a. When Leverett’s exports become less popular, its domestic saving \( Y - C - G \) does not change. This is because we assume that \( Y \) is determined by the amount of capital and labor, consumption depends only on disposable income, and government spending is a fixed exogenous variable. Investment also does not change, since investment depends on the interest rate, and Leverett is a small open economy that takes the world interest rate as given. Because neither saving nor investment changes, net exports, which equal \( S - I \), do not change either. This is shown in Figure 5–6 as the unmoving \( S - I \) curve.

The decreased popularity of Leverett’s exports leads to a shift inward of the net exports curve, as shown in Figure 5–6. At the new equilibrium, net exports are unchanged but the currency has depreciated.

![Figure 5–6](image)

Even though Leverett’s exports are less popular, its trade balance has remained the same. The reason for this is that the depreciated currency provides a stimulus to net exports, which overcomes the unpopularity of its exports by making them cheaper.
b. Leverett’s currency now buys less foreign currency, so traveling abroad is more expensive. This is an example of the fact that imports (including foreign travel) have become more expensive—as required to keep net exports unchanged in the face of decreased demand for exports.

c. If the government reduces taxes, then disposable income and consumption rise. Hence, saving falls so that net exports also fall. This fall in net exports puts upward pressure on the exchange rate that offsets the decreased world demand. Investment and the interest rate would be unaffected by this policy since Leverett takes the world interest rate as given.

4. The increase in government spending decreases government saving and, thus, decreases national saving; this shifts the saving schedule to the left, as in Figure 5–7. Given the world interest rate \( r^* \), the decrease in domestic saving causes the trade balance to fall.

![Figure 5–7](image)
Figure 5–8 shows the impact of this increase in government purchases on the real exchange rate. The decrease in national saving causes the \((S - I)\) schedule to shift to the left, lowering the supply of dollars to be invested abroad. The lower supply of dollars causes the equilibrium real exchange rate to rise. As a result, domestic goods become more expensive relative to foreign goods, which causes exports to fall and imports to rise. In other words, as we determined in Figure 5–7, the trade balance falls.
The answer to this question does depend on whether this is a local war or a world war. A world war causes many governments to increase expenditures; this increases the world interest rate $r^w$. The effect on a country’s external accounts depends on the size of the change in the world interest rate relative to the size of the decrease in saving. For example, an increase in the world interest rate could cause a country to have a trade deficit, as in Figure 5–9, or a trade surplus, as in Figure 5–10.
5. Clinton's policy would not affect net exports because it does not affect national saving (because it would not affect $Y$, $C$, or $G$) or investment. It would, however, shift the $NX$ curve by decreasing U.S. demand for Japanese auto imports. This shift of the curve, shown in Figure 5–11, would raise the exchange rate. Although net exports would not change, the volume of both imports and exports would fall by the same amount.

![Figure 5–11](image)

There are also important compositional effects of this policy. On the production side, the higher exchange rate increases imports and puts pressure on the sales of American companies with the exception of American luxury car production, which is shielded by the tariff. Also American exporters will be hurt by the higher exchange rate, which makes their goods more expensive to foreign countries. Consumers of Japanese luxury cars will be hurt by the tariffs while all other consumers will benefit from the appreciated dollar, which allows them to purchase goods more cheaply. In sum, the policy would shift demand to American luxury car producers at the expense of the rest of American production and also shift consumption from Japanese luxury cars to all other imports.
6. a. If the countries that institute an investment tax credit are large enough to shift the world investment demand schedule, then the tax credits shift the world investment demand schedule upward, as in Figure 5–12.

![Figure 5–12](image)

b. The world interest rate increases from $r_1^*$ to $r_2^*$ because of the increase in world investment demand; this is shown in Figure 5–12. (Remember that the world is a closed economy.)

c. The increase in the world interest rate increases the required rate of return on investments in our country. Because the investment schedule slopes downward, we know that a higher world interest rate means lower investment, as in Figure 5–13.

![Figure 5–13](image)
d. Given that our saving has not changed, the higher world interest rate means that our trade balance increases, as in Figure 5–14.

![Figure 5–14](image)

To bring about the required increase in the trade balance, the real exchange rate must fall. Our goods become less expensive relative to foreign goods, so that exports increase and imports decrease, as in Figure 5–15.

![Figure 5–15](image)

7. The easiest way to tell if your friend is right or wrong is to consider an example. Suppose that ten years ago, a cup of American coffee cost $1, while a cup of Italian espresso cost 1,000 lira. Since $1 bought 1,000 lira ten years ago, it cost the same amount of money to buy a cup of coffee in both countries. Since total U.S. inflation has been 25 percent, the American cup of coffee now costs $1.25. Total Italian inflation has been 100 percent, so the Italian cup of espresso now costs 2,000 lira. This year, $1 buys 1,500 lira, so that the cup of espresso costs 2,000 lira/1,500 lira/dollar = $1.33. This means that it is now more expensive to purchase espresso in Italy than coffee in the United States.
Thus, your friend is simply wrong to conclude that it is cheaper to travel in Italy. Even though the dollar buys more lira than it used to, the relatively rapid inflation in Italy means that lira buy fewer goods than they used to—it is more expensive now for an American to travel there.

8. a. The Fisher equation says that

\[ i = r + \pi^e \]

where

- \( i \) = the nominal interest rate
- \( r \) = the real interest rate (same in both countries)
- \( \pi^e \) = the expected inflation rate.

Plugging in the values given in the question for the nominal interest rates for each country, we find:

\[ 12 = r + \pi^e_{\text{Can}} \]
\[ 8 = r + \pi^e_{\text{US}} \]

This implies that

\[ \pi^e_{\text{Can}} - \pi^e_{\text{US}} = 4. \]

Because we know that the real interest rate \( r \) is the same in both countries, we conclude that expected inflation in Canada is four percentage points higher than in the United States.

b. As in the text, we can express the nominal exchange rate as

\[ e = \varepsilon \times \left( \frac{P_{\text{Can}}}{P_{\text{US}}} \right), \]

where

- \( \varepsilon \) = the real exchange rate
- \( P_{\text{Can}} \) = the price level in Canada
- \( P_{\text{US}} \) = the price level in the United States.

The change in the nominal exchange rate can be written as:

\[ \% \text{ change in } e = \% \text{ change in } \varepsilon + (\pi^e_{\text{Can}} - \pi^e_{\text{US}}). \]

We know that if purchasing-power parity holds, than a dollar must have the same purchasing power in every country. This implies that the percent change in the real exchange rate \( \varepsilon \) is zero because purchasing-power parity implies that the real exchange rate is fixed. Thus, changes in the nominal exchange rate result from differences in the inflation rates in the United States and Canada. In equation form this says

\[ \% \text{ change in } e = (\pi^e_{\text{Can}} - \pi^e_{\text{US}}). \]

Because economic agents know that purchasing-power parity holds, they expect this relationship to hold. In other words, the expected change in the nominal exchange rate equals the expected inflation rate in Canada minus the expected inflation rate in the United States. That is,

\[ \text{Expected } \% \text{ change in } e = \pi^e_{\text{Can}} - \pi^e_{\text{US}}. \]

In part (a), we found that the difference in expected inflation rates is 4 percent. Therefore, the expected change in the nominal exchange rate \( e \) is 4 percent.

c. The problem with your friend’s scheme is that it does not take into account the change in the nominal exchange rate \( e \) between the U.S. and Canadian dollars. Given that the real interest rate is fixed and identical in the United States and Canada, and given purchasing-power parity, we know that the difference in nomi-
nal interest rates accounts for the expected change in the nominal exchange rate between U.S. and Canadian dollars. In this example, the Canadian nominal interest rate is 12 percent, while the U.S. nominal interest rate is 8 percent. We conclude from this that the expected change in the nominal exchange rate is 4 percent. Therefore,

\[
e \text{this year} = 1 \, \text{C$/US$}.
\]

\[
e \text{next year} = 1.04 \, \text{C$/US$}.
\]

Assume that your friend borrows 1 U.S. dollar from an American bank at 8 percent, exchanges it for 1 Canadian dollar, and puts it in a Canadian Bank. At the end of the year your friend will have $1.12 in Canadian dollars. But to repay the American bank, the Canadian dollars must be converted back into U.S. dollars. The $1.12 (Canadian) becomes $1.08 (American), which is the amount owed to the U.S. bank. So in the end, your friend breaks even. In fact, after paying for transaction costs, your friend loses money.

**More Problems and Applications to Chapter 5**

1. a. As shown in Figure 5–16, an increase in government purchases reduces national saving. This reduces the supply of loans and raises the equilibrium interest rate. This causes both domestic investment and net foreign investment to fall. The fall in net foreign investment reduces the supply of dollars to be exchanged into foreign currency, so the exchange rate appreciates and the trade balance falls.
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**Figure 5–16**

A. The Market for Loanable Funds

B. Net Foreign Investment

C. The Market for Foreign Exchange
b. As shown in Figure 5–17, the increase in demand for exports shifts the net exports schedule outward. Since nothing has changed in the market for loanable funds, the interest rate remains the same, which in turn implies that net foreign investment remains the same. The shift in the net exports schedule causes the exchange rate to appreciate. The rise in the exchange rate makes U.S. goods more expensive relative to foreign goods, which depresses exports and stimulates imports. In the end, the increase in demand for American goods does not affect the trade balance.

**Figure 5–17**

- **A. The Market for Loanable Funds**
  - Real interest rate vs. Loans
  - Initial equilibrium at $S$, $I + NFI$

- **B. Net Foreign Investment**
  - Real interest rate vs. Net foreign investment
  - Initial equilibrium at $NFI(r)$

- **C. The Market for Foreign Exchange**
  - Real exchange rate vs. Net exports
  - Initial equilibrium at $NX(€)$, $NFI$
c. As shown in Figure 5–18, the U.S. investment demand schedule shifts inward. The demand for loans falls, so the equilibrium interest rate falls. The lower interest rate increases net foreign investment. Despite the fall in the interest rate, domestic investment falls; we know this because $I + NFI$ does not change, and $NFI$ rises. The rise in net foreign investment increases the supply of dollars in the market for foreign exchange. The exchange rate depreciates, and net exports rise.

**Figure 5–18**

A. The Market for Loanable Funds

B. Net Foreign Investment

C. The Market for Foreign Exchange
d. As shown in Figure 5–19, the increase in saving increases the supply of loans and lowers the equilibrium interest rate. This causes both domestic investment and net foreign investment to rise. The increase in net foreign investment increases the supply of dollars to be exchanged into foreign currency, so the exchange rate depreciates and the trade balance rises.

**Figure 5–19**

A. The Market for Loanable Funds

B. Net Foreign Investment

C. The Market for Foreign Exchange
e. The reduction in the willingness of Americans to travel abroad reduces imports, since foreign travel counts as an import. As shown in Figure 5–20, this shifts the net exports schedule outward. Since nothing has changed in the market for loanable funds, the interest rate remains the same, which in turn implies that net foreign investment remains the same. The shift in the net exports schedule causes the exchange rate to appreciate. The rise in the exchange rate makes U.S. goods more expensive relative to foreign goods, which depresses exports and stimulates imports. In the end, the fall in Americans’ desire to travel abroad does not affect the trade balance.

**Figure 5–20**

A. The Market for Loanable Funds

\[
\text{Real interest rate} \quad r
\]

\[
\text{Loans} \quad S, I + \text{NFI}
\]

B. Net Foreign Investment

\[
\text{Real exchange rate} \quad ε
\]

\[
\text{Net exports} \quad NX(ε)
\]

C. The Market for Foreign Exchange

\[
\text{Net foreign investment} \quad \text{NFI}(r)
\]

\[
\text{Net foreign investment} \quad \text{NFI}
\]
f. As shown in Figure 5–21, the net foreign investment schedule shifts in. This reduces demand for loans, so the equilibrium interest rate falls and investment rises. Net foreign investment falls, despite the fall in the interest rate; we know this because \( I + NFI \) is unchanged and investment rises. The fall in net foreign investment reduces the supply of dollars to be exchanged into foreign currency, so the exchange rate appreciates and the trade balance falls.

**Figure 5–21**

A. The Market for Loanable Funds

- **Loans**
- **S, \( I + NFI \)**

B. Net Foreign Investment

- **Net foreign investment**
- **NFI\( (r) \)**

C. The Market for Foreign Exchange

- **Net exports**
- **\( NX(\varepsilon) \)**
Gingrich’s statement has no immediate effect on any of the “fundamentals” in the economy: consumption, government purchases, taxes, and output are all unchanged. International investors, however, will be more reluctant to invest in the American economy, particularly to purchase U.S. government debt, because of the default risk. As both Americans and foreigners move their money out of the United States, the $NFI$ curve shifts outward (there is more foreign investment), as shown in Figure 5–22(B). This raises the interest rate in order to keep $I + NFI$ equal to the unchanged $S$, shown in Figure 5–22(A). The increase in $NFI$ raises the supply in the market for foreign exchange, which lowers the equilibrium exchange rate as shown in Figure 5–22(C).

Figure 5–22

A. The Market for Loanable Funds

B. Net Foreign Investment

C. The Market for Foreign Exchange
Questions for Review

1. The rates of job separation and job finding determine the natural rate of unemployment. The rate of job separation is the fraction of people who lose their job each month. The higher the rate of job separation, the higher the natural rate of unemployment. The rate of job finding is the fraction of unemployed people who find a job each month. The higher the rate of job finding, the lower the natural rate of unemployment.

2. Frictional unemployment is the unemployment caused by the time it takes to match workers and jobs. Finding an appropriate job takes time because the flow of information about job candidates and job vacancies is not instantaneous. Because different jobs require different skills and pay different wages, unemployed workers may not accept the first job offer they receive.

In contrast, wait unemployment is the unemployment resulting from wage rigidity and job rationing. These workers are unemployed not because they are actively searching for a job that best suits their skills (as in the case of frictional unemployment), but because at the prevailing real wage the supply of labor exceeds the demand. If the wage does not adjust to clear the labor market, then these workers must “wait” for jobs to become available. Wait unemployment thus arises because firms fail to reduce wages despite an excess supply of labor.

3. The real wage may remain above the level that equilibrates labor supply and labor demand because of minimum wage laws, the monopoly power of unions, and efficiency wages.

Minimum-wage laws cause wage rigidity when they prevent wages from falling to equilibrium levels. Although most workers are paid a wage above the minimum level, for some workers, especially the unskilled and inexperienced, the minimum wage raises their wage above the equilibrium level. It therefore reduces the quantity of their labor that firms demand, and an excess supply of workers—that is, unemployment—results.

The monopoly power of unions causes wage rigidity because the wages of unionized workers are determined not by the equilibrium of supply and demand but by collective bargaining between union leaders and firm management. The wage agreement often raises the wage above the equilibrium level and allows the firm to decide how many workers to employ. These high wages cause firms to hire fewer workers than at the market-clearing wage, so wait unemployment increases.

Efficiency-wage theories suggest that high wages make workers more productive. The influence of wages on worker efficiency may explain why firms do not cut wages despite an excess supply of labor. Even though a wage reduction decreases the firm’s wage bill, it may also lower worker productivity and therefore the firm’s profits.

4. Depending on how one looks at the data, most unemployment can appear to be either short term or long term. Most spells of unemployment are short; that is, most of those who became unemployed find jobs quickly. On the other hand, most weeks of unemployment are attributable to the small number of long-term unemployed. By definition, the long-term unemployed do not find jobs quickly, so they appear on unemployment rolls for many weeks or months.

5. Economists have proposed at least two major hypotheses to explain the increase in the natural rate of unemployment in the 1970s and 1980s, and the decrease in the natural rate in the 1990s. The first is the changing demographic composition of the labor force. Because of the post–World-War-II baby boom, the number of young workers rose in the
1970s. Young workers have higher rates of unemployment, so this demographic shift should tend to increase unemployment. In the 1990s, the baby-boom workers aged and the average age of the labor force increased, thus lowering the average unemployment rate.

The second hypothesis is based on changes in the prevalence of sectoral shifts. The greater the amount of sectoral reallocation of workers, the greater the rate of job separation and the higher the level of frictional unemployment. The volatility of oil prices in the 1970s and 1980s is a possible source of increased sectoral shifts; in the 1990s, oil prices have been more stable.

The proposed explanations are plausible, but neither seems conclusive on its own.

Problems and Applications

1. a. In the example that follows, we assume that during the school year you look for a part-time job, and that on average it takes 2 weeks to find one. We also assume that the typical job lasts 1 semester, or 12 weeks.

If it takes 2 weeks to find a job, then the rate of job finding in weeks is:

\[ f = \frac{1 \text{ job}}{2 \text{ weeks}} = 0.5 \text{ jobs/weeks}. \]

b. If the job lasts for 12 weeks, then the rate of job separation in weeks is:

\[ s = \frac{1 \text{ job}}{12 \text{ weeks}} = 0.083 \text{ jobs/week}. \]

c. From the text, we know that the formula for the natural rate of unemployment is

\[ \left( \frac{U}{L} \right) = \frac{s}{s+f}, \]

where \( U \) is the number of people unemployed and \( L \) is the number of people in the labor force.

Plugging in the values for \( f \) and \( s \) that were calculated in part (b), we find:

\[ \left( \frac{U}{L} \right) = \frac{0.083/0.083 + 0.5}{0.5} = 0.14. \]

Thus, if on average it takes 2 weeks to find a job that lasts 12 weeks, the natural rate of unemployment for this population of college students seeking part-time employment is 14 percent.

2. To show that the unemployment rate evolves over time to the steady-state rate, let’s begin by defining how the number of people unemployed changes over time. The change in the number of unemployed equals the number of people losing jobs (\( sE_t \)) minus the number finding jobs (\( fU_t \)). In equation form, we can express this as:

\[ U_{t+1} - U_t = \Delta U_{t+1} = sE_t - fU_t. \]

Recall from the text that \( L = E_t + U_t \), or \( E_t = L - U_t \), where \( L \) is the total labor force (we will assume that \( L \) is constant). Substituting for \( E_t \) in the above equation, we find:

\[ \Delta U_{t+1} = s(L - U_t) - fU_t. \]

Dividing by \( L \), we get an expression for the change in the unemployment rate from \( t \) to \( t + 1 \):

\[ \Delta \left( \frac{U_t}{L} \right) = \left( \frac{U_{t+1}}{L} \right) - \left( \frac{U_t}{L} \right) = \Delta \left[ \frac{U}{L} \right]_{t+1} = s(1 - U_t/L) - fU_t/L. \]

Rearranging terms on the right-hand side, we find:

\[ \Delta \left[ \frac{U}{L} \right]_{t+1} = s - (s + f)U_t/L \]

\[ = (s + f)[s/(s + f) - U_t/L]. \]
The first point to note about this equation is that in steady state, when the unemployment rate equals its natural rate, the left-hand side of this expression equals zero. This tells us that, as we found in the text, the natural rate of unemployment \((U/L)_n\) equals \(s/(s + f)\). We can now rewrite the above expression, substituting \((U/L)_n\) for \(s/(s + f)\), to get an equation that is easier to interpret:

\[
\Delta[U/L]_{t+1} = (s + f)(U/L)_n - U/L.
\]

This expression shows the following:

- If \(U/L > (U/L)_n\) (that is, the unemployment rate is above its natural rate), then \(\Delta[U/L]_{t+1}\) is negative: the unemployment rate falls.
- If \(U/L < (U/L)_n\) (that is, the unemployment rate is below its natural rate), then \(\Delta[U/L]_{t+1}\) is positive: the unemployment rate rises.

This process continues until the unemployment rate \(U/L\) reaches the steady-state rate \((U/L)_n\).

3. Call the number of residents of the dorm who are involved \(I\), the number who are uninvolved \(U\), and the total number of students \(T = I + U\). In steady state the total number of involved students is constant. For this to happen we need the number of newly uninvolved students, \((0.10)I\), to be equal to the number of students who just became involved, \((0.05)U\). Following a few substitutions:

\[
(0.05)U = (0.10)I
\]

so

\[
\frac{U}{T} = \frac{0.10}{0.10 + 0.05} = \frac{2}{3}.
\]

We find that two-thirds of the students are uninvolved.

4. Consider the formula for the natural rate of unemployment,

\[
\frac{U}{L} = \frac{s}{s + f}.
\]

If the new law lowers the chance of separation \(s\), but has no effect on the rate of job finding \(f\), then the natural rate of unemployment falls.

For several reasons, however, the new law might tend to reduce \(f\). First, raising the cost of firing might make firms more careful about hiring workers, since firms have a harder time firing workers who turn out to be a poor match. Second, if searchers think that the new legislation will lead them to spend a longer period of time on a particular job, then they might weigh more carefully whether or not to take that job. If the reduction in \(f\) is large enough, then the new policy may even increase the natural rate of unemployment.

5. a. The demand for labor is determined by the amount of labor that a profit-maximizing firm wants to hire at a given real wage. The profit-maximizing condition is that the firm hire labor until the marginal product of labor equals the real wage,

\[
MPL = \frac{W}{P}.
\]
The marginal product of labor is found by differentiating the production function with respect to labor (see the appendix to Chapter 3 for more discussion),

\[
MPL = \frac{dY}{dL} = \frac{d(K^{1/3}L^{2/3})}{dL} = \frac{2}{3} K^{1/3}L^{-1/3}.
\]

In order to solve for labor demand, we set the \( MPL \) equal to the real wage and solve for \( L \):

\[
\frac{2}{3} K^{1/3}L^{-1/3} = \frac{W}{P}
\]

\[
L = \frac{8}{27} K^\left(\frac{W}{P}\right)^{-3}.
\]

Notice that this expression has the intuitively desirable feature that increases in the real wage reduce the demand for labor.

b. We assume that the 1,000 units of capital and the 1,000 units of labor are supplied inelastically (i.e., they will work at any price). In this case we know that all 1,000 units of each will be used in equilibrium, so we can substitute them into the above labor demand function and solve for \( \frac{W}{P} \):

\[
1,000 = \frac{8}{27} 1,000\left(\frac{W}{P}\right)^{-3}
\]

\[
\frac{W}{P} = \frac{2}{3}.
\]

In equilibrium, employment will be 1,000, and multiplying this by 2/3 we find that the workers earn 667 units of output. The total output is given by the production function:

\[
Y = K^{1/3}L^{2/3} = 1,000^{1/3}1,000^{2/3} = 1,000.
\]

Notice that workers get two-thirds of output, which is consistent with what we know about the Cobb–Douglas production function from the appendix to Chapter 3.

c. The congressionally mandated wage of 1 unit of output is above the equilibrium wage of 2/3 units of output.

d. Firms will use their labor demand function to decide how many workers to hire at the given real wage of 1 and capital stock of 1,000:

\[
L = \frac{8}{27} 1,000(1)^{-3}
\]

\[
= 296,
\]

so 296 workers will be hired for a total compensation of 296 units of output.

e. The policy redistributes output from the 704 workers who become involuntarily unemployed to the 296 workers who get paid more than before. The lucky workers benefit less than the losers lose as the total compensation to the working class falls from 667 to 296 units of output.

f. This problem does focus the analysis of minimum-wage laws on the two effects of these laws: they raise the wage for some workers while downward-sloping labor demand reduces the total number of jobs. Note, however, that if labor demand is
less elastic than in this example, then the loss of employment may be smaller, and the change in worker income might be positive.

6. a. The labor demand curve is given by the marginal product of labor schedule faced by firms. If a country experiences a reduction in productivity, then the labor demand curve shifts downward as in Figure 6–1. If labor becomes less productive, then at any given real wage, firms demand less labor.

b. If the labor market is always in equilibrium, then, assuming a fixed labor supply, an adverse productivity shock causes a decrease in the real wage but has no effect on employment or unemployment, as in Figure 6–2.
c. If unions constrain real wages to remain unaltered, then as illustrated in Figure 6–3, employment falls to \( L_1 \) and unemployment equals \( L - L_1 \).

This example shows that the effect of a productivity shock on an economy depends on the role of unions and the response of collective bargaining to such a change.

7. The vacant office space problem is similar to the unemployment problem; we can apply the same concepts we used in analyzing unemployed labor to analyze why vacant office space exists. There is a rate of office separation: firms that occupy offices leave, either to move to different offices or because they go out of business. There is a rate of office finding: firms that need office space (either to start up or expand) find empty offices. It takes time to match firms with available space. Different types of firms require spaces with different attributes depending on what their specific needs are. Also, because demand for different goods fluctuates, there are “sectoral shifts”—changes in the composition of demand among industries and regions—that affect the profitability and office needs of different firms.
Questions for Review

1. In the Solow growth model, a high saving rate leads to a large steady-state capital stock and a high level of steady-state output. A low saving rate leads to a small steady-state capital stock and a low level of steady-state output. Higher saving leads to faster economic growth only in the short run. An increase in the saving rate raises growth until the economy reaches the new steady state. That is, if the economy maintains a high saving rate, it will also maintain a large capital stock and a high level of output, but it will not maintain a high rate of growth forever.

2. It is reasonable to assume that the objective of an economic policymaker is to maximize the economic well-being of the individual members of society. Since economic well-being depends on the amount of consumption, the policymaker should choose the steady state with the highest level of consumption. The Golden Rule level of capital represents the level that maximizes consumption in the steady state.

Suppose, for example, that there is no population growth or technological change. If the steady-state capital stock increases by one unit, then output increases by the marginal product of capital \( MPK \); depreciation, however, increases by an amount \( \delta \), so that the net amount of extra output available for consumption is \( MPK - \delta \). The Golden Rule capital stock is the level at which \( MPK = \delta \), so that the marginal product of capital equals the depreciation rate.

3. When the economy begins above the Golden Rule level of capital, reaching the Golden Rule level leads to higher consumption at all points in time. Therefore, the policymaker would always want to choose the Golden Rule level, because consumption is increased for all periods of time. On the other hand, when the economy begins below the Golden Rule level of capital, reaching the Golden Rule level means reducing consumption today to increase consumption in the future. In this case, the policymaker’s decision is not as clear. If the policymaker cares more about current generations than about future generations, he or she may decide not to pursue policies to reach the Golden Rule steady state. If the policymaker cares equally about all generations, then he or she chooses to reach the Golden Rule. Even though the current generation will have to consume less, an infinite number of future generations will benefit from increased consumption by moving to the Golden Rule.
4. The higher the population growth rate is, the lower the steady-state level of capital per worker is, and therefore there is a lower level of steady-state income. For example, Figure 7–1 shows the steady state for two levels of population growth, a low level \( n_1 \) and a higher level \( n_2 \). The higher population growth \( n_2 \) means that the line representing population growth and depreciation is higher, so the steady-state level of capital per worker is lower.

The steady-state growth rate of total income is \( n + g \): the higher the population growth rate \( n \) is, the higher the growth rate of total income is. Income per worker, however, grows at rate \( g \) in steady state and, thus, is not affected by population growth.

**Problems and Applications**

1. a. A production function has constant returns to scale if increasing all factors of production by an equal percentage causes output to increase by the same percentage. Mathematically, a production function has constant returns to scale if \( zY = F(zK, zL) \) for any positive number \( z \). That is, if we multiply both the amount of capital and the amount of labor by some amount \( z \), then the amount of output is multiplied by \( z \). For example, if we double the amounts of capital and labor we use (setting \( z = 2 \)), then output also doubles.

   To see if the production function \( Y = F(K, L) = K^{1/2} L^{1/2} \) has constant returns to scale, we write:
   \[
   F(zK, zL) = (zK)^{1/2}(zL)^{1/2} = zK^{1/2}L^{1/2} = zY.
   \]

   Therefore, the production function \( Y = K^{1/2}L^{1/2} \) has constant returns to scale.

   b. To find the per-worker production function, divide the production function \( Y = K^{1/2}L^{1/2} \) by \( L \):
   \[
   \frac{Y}{L} = \frac{K^{1/2}L^{1/2}}{L} = K^{1/2}L^{-1/2}.
   \]

   If we define \( y = Y/L \), we can rewrite the above expression as:
   \[
   y = K^{1/2}L^{-1/2}.
   \]

   Defining \( k = K/L \), we can rewrite the above expression as:
   \[
   y = k^{1/2}.
   \]
c. We know the following facts about countries A and B:

- $\delta = \text{depreciation rate} = 0.05$,
- $s_a = \text{saving rate of country A} = 0.1$,
- $s_b = \text{saving rate of country B} = 0.2$, and
- $y = k^{1/2}$ is the per-worker production function derived in part (b) for countries A and B.

The growth of the capital stock $\Delta k$ equals the amount of investment $sf(k)$, less the amount of depreciation $\delta k$. That is, $\Delta k = sf(k) - \delta k$. In steady state, the capital stock does not grow, so we can write this as $sf(k) = \delta k$.

To find the steady-state level of capital per worker, plug the per-worker production function into the steady-state investment condition, and solve for $k^*$:

$$sk^{1/2} = \delta k.$$  

Rewriting this:

$$k^{1/2} = \frac{s}{\delta}$$  

$$k = (\frac{s}{\delta})^2.$$  

To find the steady-state level of capital per worker $k^*$, plug the saving rate for each country into the above formula:

Country A: $k_a^* = (s_a/\delta)^2 = (0.1/0.05)^2 = 4.$

Country B: $k_b^* = (s_b/\delta)^2 = (0.2/0.05)^2 = 16.$

Now that we have found $k^*$ for each country, we can calculate the steady-state levels of income per worker for countries A and B because we know that $y = k^{1/2}$:

$y_a^* = (4)^{1/2} = 2.$

$y_b^* = (16)^{1/2} = 4.$

We know that out of each dollar of income, workers save a fraction $s$ and consume a fraction $(1 - s)$. That is, the consumption function is $c = (1 - s)y$. Since we know the steady-state levels of income in the two countries, we find

Country A: $c_a^* = (1 - s_a)y_a^* = (1 - 0.1)(2)$

$= 1.8.$

Country B: $c_b^* = (1 - s_b)y_b^* = (1 - 0.2)(4)$

$= 3.2.$

d. Using the following facts and equations, we calculate income per worker $y$, consumption per worker $c$, and capital per worker $k$:

- $s_a = 0.1$.
- $s_b = 0.2$.
- $\delta = 0.05$.
- $k_o = 2$ for both countries.
- $y = k^{1/2}$.
- $c = (1 - s)y.$
Country A

<table>
<thead>
<tr>
<th>Year</th>
<th>$k$</th>
<th>$y = k^{1/2}$</th>
<th>$c = (1 - s_a)y$</th>
<th>$i = s_a y$</th>
<th>$\delta k$</th>
<th>$\Delta k = i - \delta k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.414</td>
<td>1.273</td>
<td>0.141</td>
<td>0.100</td>
<td>0.041</td>
</tr>
<tr>
<td>2</td>
<td>2.041</td>
<td>1.429</td>
<td>1.286</td>
<td>0.143</td>
<td>0.102</td>
<td>0.041</td>
</tr>
<tr>
<td>3</td>
<td>2.082</td>
<td>1.443</td>
<td>1.299</td>
<td>0.144</td>
<td>0.104</td>
<td>0.040</td>
</tr>
<tr>
<td>4</td>
<td>2.122</td>
<td>1.457</td>
<td>1.311</td>
<td>0.146</td>
<td>0.106</td>
<td>0.040</td>
</tr>
<tr>
<td>5</td>
<td>2.102</td>
<td>1.470</td>
<td>1.323</td>
<td>0.147</td>
<td>0.108</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Country B

<table>
<thead>
<tr>
<th>Year</th>
<th>$k$</th>
<th>$y = k^{1/2}$</th>
<th>$c = (1 - s_a)y$</th>
<th>$i = s_a y$</th>
<th>$\delta k$</th>
<th>$\Delta k = i - \delta k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.414</td>
<td>1.131</td>
<td>0.283</td>
<td>0.100</td>
<td>0.183</td>
</tr>
<tr>
<td>2</td>
<td>2.183</td>
<td>1.477</td>
<td>1.182</td>
<td>0.295</td>
<td>0.109</td>
<td>0.186</td>
</tr>
<tr>
<td>3</td>
<td>2.369</td>
<td>1.539</td>
<td>1.231</td>
<td>0.308</td>
<td>0.118</td>
<td>0.190</td>
</tr>
<tr>
<td>4</td>
<td>2.559</td>
<td>1.600</td>
<td>1.280</td>
<td>0.320</td>
<td>0.128</td>
<td>0.192</td>
</tr>
<tr>
<td>5</td>
<td>2.751</td>
<td>1.659</td>
<td>1.327</td>
<td>0.332</td>
<td>0.138</td>
<td>0.194</td>
</tr>
</tbody>
</table>

Note that it will take five years before consumption in country B is higher than consumption in country A.

2. a. The production function in the Solow growth model is $Y = F(K, L)$, or expressed terms of output per worker, $y = f(k)$. If a war reduces the labor force through casualties, then $L$ falls but $k = K/L$ rises. The production function tells us that total output falls because there are fewer workers. Output per worker increases, however, since each worker has more capital.

b. The reduction in the labor force means that the capital stock per worker is higher after the war. Therefore, if the economy were in a steady state prior to the war, then after the war the economy has a capital stock that is higher than the steady-state level. This is shown in Figure 7–2 as an increase in capital per worker from $k^*$ to $k_1$. As the economy returns to the steady state, the capital stock per worker falls from $k_1$ back to $k^*$, so output per worker also falls.
Hence, in the transition to the new steady state, output growth is slower. In the steady state, we know that technological progress determines the growth rate of output per worker. Once the economy returns to the steady state, output per worker equals the rate of technological progress—as it was before the war.

3. a. We follow Section 7-1, “Approaching the Steady State: A Numerical Example.” The production function is \( Y = K^{0.3}L^{0.7} \). To derive the per-worker production function \( f(k) \), divide both sides of the production function by the labor force \( L \):

\[
\frac{Y}{L} = \frac{K^{0.3}L^{0.7}}{L}.
\]

Rearrange to obtain:

\[
\frac{Y}{L} = \left( \frac{K}{L} \right)^{0.3}.
\]

Because \( y = Y/L \) and \( k = K/L \), this becomes:

\[ y = k^{0.3}. \]

b. Recall that \( \Delta k = sf(k) - \delta k \).

The steady-state value of capital \( k^* \) is defined as the value of \( k \) at which capital stock is constant, so \( \Delta k = 0 \). It follows that in steady state

\[ 0 = sf(k) - \delta k, \]

or, equivalently,

\[ \frac{k^*}{f(k^*)} = \frac{s}{\delta}. \]

For the production function in this problem, it follows that:

\[ \frac{k^*}{(k^*)^{0.3}} = \frac{s}{\delta}. \]

Rearranging:

\[ (k^*)^{0.7} = \frac{s}{\delta}, \]

or

\[ k^* = \left( \frac{s}{\delta} \right)^{1/0.7}. \]

Substituting this equation for steady-state capital per worker into the per-worker production function from part (a) gives:

\[ y^* = \left( \frac{s}{\delta} \right)^{0.3/0.7}. \]

Consumption is the amount of output that is not invested. Since investment in the steady state equals \( \delta k^* \), it follows that

\[ c^* = f(k^*) - \delta k^* = \left( \frac{s}{\delta} \right)^{0.3/0.7} - \delta \left( \frac{s}{\delta} \right)^{1/0.7}. \]
(Note: An alternative approach to the problem is to note that consumption also equals the amount of output that is not saved:

\[ c^* = (1 - s)f(k^*) = (1 - s)(k^*)^{0.3} = (1 - s)\left(\frac{s}{\delta}\right)^{0.3/0.7} \]

Some algebraic manipulation shows that this equation is equal to the equation above.)

c. The table below shows \( k^* \), \( y^* \), and \( c^* \) for the saving rate in the left column, using the equations from part (b). We assume a depreciation rate of 10 percent (i.e., 0.1). (The last column shows the marginal product of capital, derived in part (d) below).

<table>
<thead>
<tr>
<th>( k^* )</th>
<th>( y^* )</th>
<th>( c^* )</th>
<th>MPK</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>1.00</td>
<td>1.00</td>
<td>0.90</td>
</tr>
<tr>
<td>0.2</td>
<td>2.69</td>
<td>1.35</td>
<td>1.08</td>
</tr>
<tr>
<td>0.3</td>
<td>4.80</td>
<td>1.60</td>
<td>1.12</td>
</tr>
<tr>
<td>0.4</td>
<td>7.25</td>
<td>1.81</td>
<td>1.09</td>
</tr>
<tr>
<td>0.5</td>
<td>9.97</td>
<td>1.99</td>
<td>1.00</td>
</tr>
<tr>
<td>0.6</td>
<td>12.93</td>
<td>2.16</td>
<td>0.86</td>
</tr>
<tr>
<td>0.7</td>
<td>16.12</td>
<td>2.30</td>
<td>0.69</td>
</tr>
<tr>
<td>0.8</td>
<td>19.50</td>
<td>2.44</td>
<td>0.49</td>
</tr>
<tr>
<td>0.9</td>
<td>23.08</td>
<td>2.56</td>
<td>0.26</td>
</tr>
<tr>
<td>1</td>
<td>26.83</td>
<td>2.68</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note that a saving rate of 100 percent \( (s = 1.0) \) maximizes output per worker. In that case, of course, nothing is ever consumed, so \( c^* = 0 \). Consumption per worker is maximized at a rate of saving of 0.3 percent—that is, where \( s \) equals capital’s share in output. This is the Golden Rule level of \( s \).

d. We can differentiate the production function \( Y = K^{0.3}L^{0.7} \) with respect to \( K \) to find the marginal product of capital. This gives:

\[ MPK = 0.3 \frac{K^{0.3}L^{0.7}}{K} = 0.3 \frac{Y}{K} = 0.3 \frac{y}{k}. \]

The table in part (c) shows the marginal product of capital for each value of the saving rate. (Note that the appendix to Chapter 3 derived the MPK for the general Cobb–Douglas production function. The equation above corresponds to the special case where \( \alpha \) equals 0.3.)

4. Suppose the economy begins with an initial steady-state capital stock below the Golden Rule level. The immediate effect of devoting a larger share of national output to investment is that the economy devotes a smaller share to consumption; that is, “living standards” as measured by consumption fall. The higher investment rate means that the capital stock increases more quickly, so the growth rates of output and output per worker rise. The productivity of workers is the average amount produced by each worker—that is, output per worker. So productivity growth rises. Hence, the immediate effect is that living standards fall but productivity growth rises.

In the new steady state, output grows at rate \( n + g \), while output per worker grows at rate \( g \). This means that in the steady state, productivity growth is independent of the rate of investment. Since we begin with an initial steady-state capital stock below the Golden Rule level, the higher investment rate means that the new steady state has a higher level of consumption, so living standards are higher.

Thus, an increase in the investment rate increases the productivity growth rate in the short run but has no effect in the long run. Living standards, on the other hand, fall immediately and only rise over time. That is, the quotation emphasizes growth, but not the sacrifice required to achieve it.
5. As in the text, let \( k = K/L \) stand for capital per unit of labor. The equation for the evolution of \( k \) is

\[
\Delta k = \text{Saving} - (\delta + n)k.
\]

If all capital income is saved and if capital earns its marginal product, then saving equals \( MPK \times k \). We can substitute this into the above equation to find

\[
\Delta k = MPK \times k - (\delta + n)k.
\]

In the steady state, capital per efficiency unit of capital does not change, so \( \Delta k = 0 \). From the above equation, this tells us that

\[
MPK \times k = (\delta + n)k,
\]

or

\[
MPK = (\delta + n).
\]

Equivalently,

\[
MPK - \delta = n.
\]

In this economy’s steady state, the net marginal product of capital, \( MPK - \delta \), equals the rate of growth of output, \( n \). But this condition describes the Golden Rule steady state. Hence, we conclude that this economy reaches the Golden Rule level of capital accumulation.

6. First, consider steady states. In Figure 7–3, the slower population growth rate shifts the line representing population growth and depreciation downward. The new steady state has a higher level of capital per worker, \( k^*_2 \), and hence a higher level of output per worker.

What about steady-state growth rates? In steady state, total output grows at rate \( n + g \), whereas output per person grows at rate \( g \). Hence, slower population growth will lower total output growth, but per-person output growth will be the same.

Now consider the transition. We know that the steady-state level of output per person is higher with low population growth. Hence, during the transition to the new steady state, output per person must grow at a rate faster than \( g \) for a while. In the decades after the fall in population growth, growth in total output will fall while growth in output per person will rise.
7. If there are decreasing returns to labor and capital, then increasing both capital and labor by the same proportion increases output by less than this proportion. For example, if we double the amounts of capital and labor, then output less than doubles. This may happen if there is a fixed factor such as land in the production function, and it becomes scarce as the economy grows larger. Then population growth will increase total output but decrease output per worker, since each worker has less of the fixed factor to work with.

If there are increasing returns to scale, then doubling inputs of capital and labor more than doubles output. This may happen if specialization of labor becomes greater as population grows. Then population growth increases total output and also increases output per worker, since the economy is able to take advantage of the scale economy more quickly.

8. a. To find output per capita \( y \) we divide total output by the number of workers:

\[
y = \frac{k^\alpha [(1-u^*)L]^{-\alpha}}{L} = \left(\frac{K}{L}\right)^\alpha (1-u^*)^{1-\alpha} = k^\alpha (1-u^*)^{1-\alpha},
\]

where the final step uses the definition \( k = \frac{K}{L} \). Notice that unemployment reduces the amount of per capita output for any given capital–person ratio because some of the people are not producing anything.

The steady state is the level of capital per person at which the increase in capital per capita from investment equals its decrease from depreciation and population growth (see Chapter 4 for more details).

\[
sy^* = (\delta + n)k^*
\]

\[
sg^*\alpha (1 - u)^{1-\alpha} = (\delta + n)k^*
\]

\[
k^* = (1-u^*)\left(\frac{s}{\delta + n}\right)^{\frac{1}{1-\alpha}}
\]

Unemployment lowers the marginal product of capital and, hence, acts like a negative technological shock that reduces the amount of capital the economy can reproduce in steady state. Figure 7–4 shows this graphically: an increase in unemployment lowers the \( sf(k) \) line and the steady-state level of capital per person.
Finally, to get steady-state output plug the steady-state level of capital into the production function:

\[ y^* = \left(1 - u^*\right) \left(\frac{s}{\delta + n}\right)^{\frac{1}{1-\alpha}} \left(1 - u^*\right)^{1-\alpha} \]

\[ = \left(1 - u^*\right) \left(\frac{s}{\delta + n}\right)^{\frac{\alpha}{1-\alpha}} \]

Unemployment lowers output for two reasons: for a given \( k \), unemployment lowers \( y \), and unemployment also lowers the steady-state value \( k^* \).

b. Figure 7–5 below shows the pattern of output over time. As soon as unemployment falls from \( u_1 \) to \( u_2 \), output jumps up from its initial steady-state value of \( y^*(u_1) \). The economy has the same amount of capital (since it takes time to adjust the capital stock), but this capital is combined with more workers. At that moment the economy is out of steady state: it has less capital than it wants to match the increased number of workers in the economy. The economy begins its transition by accumulating more capital, raising output even further than the original jump. Eventually the capital stock and output converge to their new, higher steady-state levels.
9. There is no unique way to find the data to answer this question. For example, from the World Bank web site, I followed links to "Data and Statistics." I then followed a link to "Quick Reference Tables" (http://www.worldbank.org/data/databytopic/GNPPC.pdf) to find a summary table of income per capita across countries. (Note that there are some subtle issues in converting currency values across countries that are beyond the scope of this book. The data in Table 7–1 use what are called "purchasing power parity.")

As an example, I chose to compare the United States (income per person of $31,900 in 1999) and Pakistan ($1,860), with a 17-fold difference in income per person. How can we decide what factors are most important? As the text notes, differences in income must come from differences in capital, labor, and/or technology. The Solow growth model gives us a framework for thinking about the importance of these factors.

One clear difference across countries is in educational attainment. One can think about differences in educational attainment as reflecting differences in broad “human capital” (analogous to physical capital) or as differences in the level of technology (e.g., if your workforce is more educated, then you can implement better technologies). For our purposes, we will think of education as reflecting “technology,” in that it allows more output per worker for any given level of physical capital per worker.

From the World Bank web site (country tables) I found the following data (downloaded February 2002):

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>1.5</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>Pakistan</td>
<td>3.0</td>
<td>19</td>
<td>54</td>
</tr>
</tbody>
</table>

How can we decide which factor explains the most? It seems unlikely that the small difference in investment/GDP explains the large difference in per capita income, leaving labor-force growth and illiteracy (or, more generally, technology) as the likely culprits. But we can be more formal about this using the Solow model.

We follow Section 7-1, “Approaching the Steady State: A Numerical Example.” For the moment, we assume the two countries have the same production technology: \( Y = K^{0.5} L^{0.5} \). (This will allow us to decide whether differences in saving and population growth can explain the differences in income per capita; if not, then differences in technology will remain as the likely explanation.) As in the text, we can express this equation in terms of the per-worker production function \( f(k) \):

\[
y = k^{0.5}.
\]
In steady-state, we know that
\[ \Delta k = sf(k) - (n + \delta)k. \]

The steady-state value of capital \( k^* \) is defined as the value of \( k \) at which capital stock is constant, so \( \Delta k = 0 \). It follows that in steady state
\[ 0 = sf(k) - (n + \delta)k, \]
or, equivalently,
\[ k^* = \frac{s}{f(k^*)}. \]

For the production function in this problem, it follows that:
\[ \frac{k^*}{(k^*)^{0.5}} = \frac{s}{n + \delta}, \]
Rearranging:
\[ (k^*)^{0.5} = \frac{s}{n + \delta}, \]
or
\[ k^* = \left( \frac{s}{n + \delta} \right)^2. \]

Substituting this equation for steady-state capital per worker into the per-worker production function gives:
\[ y^* = \left( \frac{s}{n + \delta} \right). \]

If we assume that the United States and Pakistan are in steady state and have the same rates of depreciation—say, 5 percent—then the ratio of income per capita in the two countries is:
\[ \frac{y_{US}}{y_{Pakistan}} = \left[ \frac{s_{US}}{s_{Pakistan}} \right] \left[ \frac{n_{Pakistan} + 0.05}{n_{US} + 0.05} \right]. \]

This equation tells us that if, say, the U.S. saving rate had been twice Pakistan’s saving rate, then U.S. income per worker would be twice Pakistan’s level (other things equal). Clearly, given that the U.S. has 17-times higher income per worker but very similar levels of investment relative to GDP, this variable is not a major factor in the comparison. Even population growth can only explain a factor of 1.2 (0.08/0.065) difference in levels of output per worker.

The remaining culprit is technology, and the high level of illiteracy in Pakistan is consistent with this conclusion.
Questions for Review

1. In the Solow model, we find that only technological progress can affect the steady-state rate of growth in income per worker. Growth in the capital stock (through high saving) has no effect on the steady-state growth rate of income per worker; neither does population growth. But technological progress can lead to sustained growth.

2. To decide whether an economy has more or less capital than the Golden Rule, we need to compare the marginal product of capital net of depreciation \( (MPK - \delta) \) with the growth rate of total output \( (n + g) \). The growth rate of GDP is readily available. Estimating the net marginal product of capital requires a little more work but, as shown in the text, can be backed out of available data on the capital stock relative to GDP, the total amount of depreciation relative to GDP, and capital's share in GDP.

3. Economic policy can influence the saving rate by either increasing public saving or providing incentives to stimulate private saving. Public saving is the difference between government revenue and government spending. If spending exceeds revenue, the government runs a budget deficit, which is negative saving. Policies that decrease the deficit (such as reductions in government purchases or increases in taxes) increase public saving, whereas policies that increase the deficit decrease saving. A variety of government policies affect private saving. The decision by a household to save may depend on the rate of return; the greater the return to saving, the more attractive saving becomes. Tax incentives such as tax-exempt retirement accounts for individuals and investment tax credits for corporations increase the rate of return and encourage private saving.

4. The rate of growth of output per person slowed worldwide after 1972. This slowdown appears to reflect a slowdown in productivity growth—the rate at which the production function is improving over time. Various explanations have been proposed, but the slowdown remains a mystery. In the second half of the 1990s, productivity grew more quickly again in the United States and, it appears, a few other countries. Many commentators attribute the productivity revival to the effects of information technology.

5. Endogenous growth theories attempt to explain the rate of technological progress by explaining the decisions that determine the creation of knowledge through research and development. By contrast, the Solow model simply took this rate as exogenous. In the Solow model, the saving rate affects growth temporarily, but diminishing returns to capital eventually force the economy to approach a steady state in which growth depends only on exogenous technological progress. By contrast, many endogenous growth models in essence assume that there are constant (rather than diminishing) returns to capital, interpreted to include knowledge. Hence, changes in the saving rate can lead to persistent growth.
Problems and Applications

1. a. To solve for the steady-state value of $y$ as a function of $s$, $n$, $g$, and $\delta$, we begin with the equation for the change in the capital stock in the steady state:

$$\Delta k = sf(k) - (\delta + n + g)k = 0.$$ 

The production function $y = \sqrt{k}$ can also be rewritten as $y^2 = k$. Plugging this production function into the equation for the change in the capital stock, we find that in the steady state:

$$sy - (\delta + n + g)y^2 = 0.$$ 

Solving this, we find the steady-state value of $y$:

$$y^* = \frac{s}{(\delta + n + g)}.$$ 

b. The question provides us with the following information about each country:

Developed country: $s = 0.28$  
$\delta = 0.04$  
$n = 0.01$  
$g = 0.02$

Less-developed country: $s = 0.10$  
$\delta = 0.04$  
$n = 0.04$  
$g = 0.02$

Using the equation for $y^*$ that we derived in part (a), we can calculate the steady-state values of $y$ for each country.

Developed country:  
$$y^* = \frac{0.28}{(0.04 + 0.01 + 0.02)} = 4.$$ 

Less-developed country:  
$$y^* = \frac{0.10}{(0.04 + 0.04 + 0.02)} = 1.$$ 

c. The equation for $y^*$ that we derived in part (a) shows that the less-developed country could raise its level of income by reducing its population growth rate $n$ or by increasing its saving rate $s$. Policies that reduce population growth include introducing methods of birth control and implementing disincentives for having children. Policies that increase the saving rate include increasing public saving by reducing the budget deficit and introducing private saving incentives such as I.R.A.'s and other tax concessions that increase the return to saving.

2. To solve this problem, it is useful to establish what we know about the U.S. economy:

A Cobb–Douglas production function has the form $y = k^\alpha$, where $\alpha$ is capital’s share of income. The question tells us that $\alpha = 0.3$, so we know that the production function is $y = k^{0.3}$.

In the steady state, we know that the growth rate of output equals 3 percent, so we know that $(n + g) = 0.03$.

The depreciation rate $\delta = 0.04$.

The capital–output ratio $K/Y = 2.5$. Because $k/y = [K/(L \times E)]/[Y/(L \times E)] = K/Y$, we also know that $k/y = 2.5$. (That is, the capital–output ratio is the same in terms of effective workers as it is in levels.)

a. Begin with the steady-state condition, $sy = (\delta + n + g)k$. Rewriting this equation leads to a formula for saving in the steady state:

$$s = (\delta + n + g)(k/y).$$ 

Plugging in the values established above:

$$s = (0.04 + 0.03)(2.5) = 0.175.$$ 

The initial saving rate is 17.5 percent.

b. We know from Chapter 3 that with a Cobb–Douglas production function, capital’s share of income $\alpha = MPK(K/Y)$. Rewriting, we have:

$$MPK = \alpha(K/Y).$$
Plugging in the values established above, we find:

\[ MPK = \frac{0.3}{2.5} = 0.12. \]

c. We know that at the Golden Rule steady state:

\[ MPK = (n + g + \delta). \]

Plugging in the values established above:

\[ MPK = (0.03 + 0.04) = 0.07. \]

At the Golden Rule steady state, the marginal product of capital is 7 percent, whereas it is 12 percent in the initial steady state. Hence, from the initial steady state we need to increase \( k \) to achieve the Golden Rule steady state.

d. We know from Chapter 3 that for a Cobb–Douglas production function, \( MPK = \alpha \frac{Y}{K} \). Solving this for the capital–output ratio, we find:

\[ \frac{K}{Y} = \frac{\alpha}{MPK}. \]

We can solve for the Golden Rule capital–output ratio using this equation. If we plug in the value 0.07 for the Golden Rule steady-state marginal product of capital, and the value 0.3 for \( \alpha \), we find:

\[ \frac{K}{Y} = 0.3/0.07 = 4.29. \]

In the Golden Rule steady state, the capital–output ratio equals 4.29, compared to the current capital–output ratio of 2.5.

e. We know from part (a) that in the steady state

\[ s = (\delta + n + g)(k/y), \]

where \( k/y \) is the steady-state capital–output ratio. In the introduction to this answer, we showed that \( k/y = K/Y \), and in part (d) we found that the Golden Rule \( K/Y = 4.29 \). Plugging in this value and those established above:

\[ s = (0.04 + 0.03)(4.29) = 0.30. \]

To reach the Golden Rule steady state, the saving rate must rise from 17.5 to 30 percent.

3. a. In the steady state, we know that \( sy = (\delta + n + g)k \). This implies that

\[ k/y = s/(\delta + n + g). \]

Since \( s, \delta, n, \) and \( g \) are constant, this means that the ratio \( k/y \) is also constant. Since \( k/y = \frac{[K/(L \times E)]Y/[Y/(L \times E)]}{K/Y} \), we can conclude that in the steady state, the capital–output ratio is constant.

b. We know that capital’s share of income = \( MPK \times (K/Y) \). In the steady state, we know from part (a) that the capital–output ratio \( K/Y \) is constant. We also know from the hint that the \( MPK \) is a function of \( k \), which is constant in the steady state; therefore the \( MPK \) itself must be constant. Thus, capital’s share of income is constant. Labor’s share of income is \( 1 - [\text{capital’s share}] \). Hence, if capital’s share is constant, we see that labor’s share of income is also constant.

c. We know that in the steady state, total income grows at \( n + g \)—the rate of population growth plus the rate of technological change. In part (b) we showed that labor’s and capital’s share of income is constant. If the shares are constant, and total income grows at the rate \( n + g \), then labor income and capital income must also grow at the rate \( n + g \).

d. Define the real rental price of capital \( R \) as:

\[ R = \frac{\text{Total Capital Income/Capital Stock}}{MPK \times K/K} = MPK. \]

We know that in the steady state, the \( MPK \) is constant because capital per effective worker \( k \) is constant. Therefore, we can conclude that the real rental price of capital is constant in the steady state.
To show that the real wage \( w \) grows at the rate of technological progress \( g \), define:

\[
TLI = \text{Total Labor Income.}
\]
\[
L = \text{Labor Force.}
\]

Using the hint that the real wage equals total labor income divided by the labor force:

\[
w = \frac{TLI}{L}.
\]

Equivalently,

\[
wL = TLI.
\]

In terms of percentage changes, we can write this as

\[
\frac{\Delta w}{w} + \frac{\Delta L}{L} = \frac{\Delta TLI}{TLI}.
\]

This equation says that the growth rate of the real wage plus the growth rate of the labor force equals the growth rate of total labor income. We know that the labor force grows at rate \( n \), and from part (c) we know that total labor income grows at rate \( n + g \). We therefore conclude that the real wage grows at rate \( g \).

4. How do differences in education across countries affect the Solow model? Education is one factor affecting the efficiency of labor, which we denoted by \( E \). (Other factors affecting the efficiency of labor include levels of health, skill, and knowledge.) Since country 1 has a more highly educated labor force than country 2, each worker in country 1 is more efficient. That is, \( E_1 > E_2 \). We will assume that both countries are in steady state.

a. In the Solow growth model, the rate of growth of total income is equal to \( n + g \), which is independent of the work force's level of education. The two countries will, thus, have the same rate of growth of total income because they have the same rate of population growth and the same rate of technological progress.

b. Because both countries have the same saving rate, the same population growth rate, and the same rate of technological progress, we know that the two countries will converge to the same steady-state level of capital per efficiency unit of labor \( k^* \). This is shown in Figure 8–1.
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Hence, output per efficiency unit of labor in the steady state, which is \( y^* = f(k^*) \), is the same in both countries. But \( y^*_1 = Y(L \times E_1) \) or \( Y/L = y^*_1 E_1 \). We know that \( y^* \) will be the same in both countries, but that \( E_1 > E_2 \). Therefore, \( y^*_1 E_1 > y^*_2 E_2 \). This
implies that \((Y/L)_1 > (Y/L)_2\). Thus, the level of income per worker will be higher in the country with the more educated labor force.

c. We know that the real rental price of capital \(R\) equals the marginal product of capital \((MPK)\). But the \(MPK\) depends on the capital stock per efficiency unit of labor. In the steady state, both countries have \(k_1^* = k_2^* = k^*\) because both countries have the same saving rate, the same population growth rate, and the same rate of technological progress. Therefore, it must be true that \(R_1 = R_2 = MPK\). Thus, the real rental price of capital is identical in both countries.

d. Output is divided between capital income and labor income. Therefore, the wage per efficiency unit of labor can be expressed as:

\[
w = f(k) - MPK \cdot k.
\]

As discussed in parts (b) and (c), both countries have the same steady-state capital stock \(k\) and the same \(MPK\). Therefore, the wage per efficiency unit in the two countries is equal.

Workers, however, care about the wage per unit of labor, not the wage per efficiency unit. Also, we can observe the wage per unit of labor but not the wage per efficiency unit. The wage per unit of labor is related to the wage per efficiency unit of labor by the equation

\[
\text{Wage per Unit of } L = wE.
\]

Thus, the wage per unit of labor is higher in the country with the more educated labor force.

5. a. In the two-sector endogenous growth model in the text, the production function for manufactured goods is

\[Y = F(K, (1-u) EL).\]

We assumed in this model that this function has constant returns to scale. As in Section 3-1, constant returns means that for any positive number \(z\), \(zY = F(zK, z(1-u) EL)\). Setting \(z = 1/EL\), we obtain:

\[
\frac{Y}{EL} = F\left(\frac{K}{EL}, (1-u)\right).
\]

Using our standard definitions of \(y\) as output per effective worker and \(k\) as capital per effective worker, we can write this as

\[y = F(k, (1-u)).\]

b. To begin, note that from the production function in research universities, the growth rate of labor efficiency, \(\Delta E / E\), equals \(g(u)\). We can now follow the logic of Section 8-1, substituting the function \(g(u)\) for the constant growth rate \(g\). In order to keep capital per effective worker \((K/EL)\) constant, break-even investment includes three terms: \(\delta k\) is needed to replace depreciating capital, \(nk\) is needed to provide capital for new workers, and \(g(u)\) is needed to provide capital for the greater stock of knowledge \(E\) created by research universities. That is, break-even investment is \((\delta + n + g(u))k\).

c. Again following the logic of Section 8-1, the growth of capital per effective worker is the difference between saving per effective worker and break-even investment per effective worker. We now substitute the per-effective-worker production function from part (a), and the function \(g(u)\) for the constant growth rate \(g\), to obtain:

\[\Delta k = sF(k, (1-u)) - (\delta + n + g(u))k.\]

In the steady state, \(\Delta k = 0\), so we can rewrite the equation above as:

\[sF(k, (1-u)) = (\delta + n + g(u))k\]
As in our analysis of the Solow model, for a given value of \( u \) we can plot the left- and right-hand sides of this equation:

\[
[\delta + n + g(u)]k
\]

\[
xF(k, 1 - u)
\]

The steady state is given by the intersection of the two curves.

d. The steady state has constant capital per effective worker \( k \) as given by Figure 8–2 above. We also assume that in the steady state, there is a constant share of time spent in research universities, so \( u \) is constant. (After all, if \( u \) were not constant, it wouldn’t be a “steady” state!). Hence, output per effective worker \( y \) is also constant. Output per worker equals \( yE \), and \( E \) grows at rate \( g(u) \). Therefore, output per worker grows at rate \( g(u) \). The saving rate does not affect this growth rate. However, the amount of time spent in research universities does affect this rate: as more time is spent in research universities, the steady-state growth rate rises.

e. An increase in \( u \) shifts both lines in our figure. Output per effective worker falls for any given level of capital per effective worker, since less of each worker’s time is spent producing manufactured goods. This is the immediate effect of the change, since at the time \( u \) rises, the capital stock \( K \) and the efficiency of each worker \( E \) are constant. Since output per effective worker falls, the curve showing saving per effective worker shifts down.
At the same time, the increase in time spent in research universities increases the growth rate of labor efficiency \( g(u) \). Hence, break-even investment (which we found above in part (b)) rises at any given level of \( k \), so the line showing break-even investment also shifts up.

Figure 8–3 below shows these shifts:

In the new steady state, capital per effective worker falls from \( k_1 \) to \( k_2 \). Output per effective worker also falls.

f. In the short run, the increase in \( u \) unambiguously decreases consumption. After all, we argued in part (e) that the immediate effect is to decrease output, since workers spend less time producing manufacturing goods and more time in research universities expanding the stock of knowledge. For a given saving rate, the decrease in output implies a decrease in consumption.

The long-run steady-state effect is more subtle. We found in part (e) that output per effective worker falls in the steady state. But welfare depends on output (and consumption) per worker, not per effective worker. The increase in time spent in research universities implies that \( E \) grows faster. That is, output per worker equals \( yE \). Although steady-state \( y \) falls, in the long run the faster growth rate of \( E \) necessarily dominates. That is, in the long run, consumption unambiguously rises.

Nevertheless, because of the initial decline in consumption, the increase in \( u \) is not unambiguously a good thing. That is, a policymaker who cares more about current generations than about future generations may decide not to pursue a policy of increasing \( u \). (This is analogous to the question considered in Chapter 7 of whether a policymaker should try to reach the Golden Rule level of capital per effective worker if \( k \) is currently below the Golden Rule level.)
More Problems and Applications to Chapter 8

1. a. The growth in total output ($Y$) depends on the growth rates of labor ($L$), capital ($K$), and total factor productivity ($A$), as summarized by the equation:

$$\frac{\Delta Y}{Y} = \alpha \frac{\Delta K}{K} + (1 - \alpha) \frac{\Delta L}{L} + \Delta A/A,$$

where $\alpha$ is capital’s share of output. We can look at the effect on output of a 5-percent increase in labor by setting $\Delta K/K = \Delta A/A = 0$. Since $\alpha = 2/3$, this gives us

$$\frac{\Delta Y}{Y} = \frac{1}{3} \times (5\%) = 1.67\%.$$

A 5-percent increase in labor input increases output by 1.67 percent.

Labor productivity is $Y/L$. We can write the growth rate in labor productivity as

$$\Delta \left( \frac{Y}{L} \right) = \frac{\Delta Y}{Y} \frac{L}{L} - \frac{\Delta L}{L}.$$

Substituting for the growth in output and the growth in labor, we find

$$\Delta \left( \frac{Y}{L} \right) / \left( \frac{Y}{L} \right) = 1.67\% - 5.0\% = -3.34\%.$$

Labor productivity falls by 3.34 percent.

To find the change in total factor productivity, we use the equation

$$\frac{\Delta A}{A} = \frac{\Delta Y}{Y} - \alpha \frac{\Delta K}{K} - (1 - \alpha) \frac{\Delta L}{L}.$$

For this problem, we find

$$\frac{\Delta A}{A} = 1.67\% - 0 - (1/3) \times (5\%) = 0.$$

Total factor productivity is the amount of output growth that remains after we have accounted for the determinants of growth that we can measure. In this case, there is no change in technology, so all of the output growth is attributable to measured input growth. That is, total factor productivity growth is zero, as expected.

b. Between years 1 and 2, the capital stock grows by 1/6, labor input grows by 1/3, and output grows by 1/6. We know that the growth in total factor productivity is given by

$$\frac{\Delta A}{A} = \frac{\Delta Y}{Y} - \alpha \frac{\Delta K}{K} - (1 - \alpha) \frac{\Delta L}{L}.$$

Substituting the numbers above, and setting $\alpha = 2/3$, we find

$$\frac{\Delta A}{A} = \frac{1}{6} - \frac{2}{3}(1/6) - \frac{1}{3}(1/3) = 3/18 - 2/18 - 2/18 = -1/18 = -0.056.$$

Total factor productivity falls by 1/18, or approximately 5.6 percent.

2. By definition, output $Y$ equals labor productivity $Y/L$ multiplied by the labor force $L$:

$$Y = \frac{Y}{L} \cdot L.$$

Using the mathematical trick in the hint, we can rewrite this as

$$\frac{\Delta Y}{Y} = \frac{\Delta \left( \frac{Y}{L} \right)}{\frac{Y}{L}} \frac{L}{L}.$$

We can rearrange this as

$$\frac{\Delta \left( \frac{Y}{L} \right)}{\frac{Y}{L}} = \frac{\Delta Y}{Y} - \frac{\Delta L}{L}.$$
Substituting for $\Delta Y/Y$ from the text, we find
\[
\frac{\Delta (Y/L)}{Y/L} = \frac{\Delta A}{A} + \frac{\alpha \Delta K}{K} + \frac{(1 - \alpha) \Delta L}{L} - \frac{\Delta L}{L}
\]
\[
= \frac{\Delta A}{A} + \frac{\alpha \Delta K}{K} - \frac{\alpha \Delta L}{L}
\]
\[
= \frac{\Delta A}{A} + \alpha \left[ \frac{\Delta K}{K} - \frac{\Delta L}{L} \right].
\]

Using the same trick we used above, we can express the term in brackets as
\[
\Delta K/K - \Delta L/L = \Delta (K/L)/(K/L).
\]

Making this substitution in the equation for labor productivity growth, we conclude that
\[
\frac{\Delta (Y/L)}{Y/L} = \frac{\Delta A}{A} + \frac{\alpha \Delta (K/L)}{K/L}.
\]

3. We know the following:
\[
\Delta Y/Y = n + g = 3\%
\]
\[
\Delta K/K = n + g = 3\%
\]
\[
\Delta L/L = n = 1\%
\]

Capital’s share = $\alpha = 0.3$

Labor’s share = $1 - \alpha = 0.7$.

Using these facts, we can easily find the contributions of each of the factors, and then find the contribution of total factor productivity growth, using the following equations:

\[
\Delta Y/Y = \frac{\alpha \Delta K}{K} + \frac{(1 - \alpha) \Delta L}{L} - \frac{\Delta L}{L} + \frac{\Delta A}{A}
\]

\[
3.0\% = (0.3)(3\%) + (0.7)(1\%) + \Delta A/A
\]

We can easily solve this for $\Delta A/A$, to find that
\[
3.0\% = 0.9\% + 0.7\% + 1.4\%.
\]

We conclude that the contribution of capital is 0.9% per year, the contribution of labor is 0.7% per year, and the contribution of total factor productivity growth is 1.4% per year. These numbers are qualitatively similar to the ones in Table 8–3 in the text for the United States although in Table 8–3, capital and labor contribute more and TFP contributed less from 1950–1999.
Questions for Review

1. The price of a magazine is an example of a price that is sticky in the short run and flexible in the long run. Economists do not have a definitive answer as to why magazine prices are sticky in the short run. Perhaps customers would find it inconvenient if the price of a magazine they purchase changed every month.

2. Aggregate demand is the relation between the quantity of output demanded and the aggregate price level. To understand why the aggregate demand curve slopes downward, we need to develop a theory of aggregate demand. One simple theory of aggregate demand is based on the quantity theory of money. Write the quantity equation in terms of the supply and demand for real money balances as

\[ \frac{M}{P} = \frac{M}{P_0} = kY, \]

where \( k = \frac{1}{V} \). This equation tells us that for any fixed money supply \( M \), a negative relationship exists between the price level \( P \) and output \( Y \), assuming that velocity \( V \) is fixed: the higher the price level, the lower the level of real balances and, therefore, the lower the quantity of goods and services demanded \( Y \). In other words, the aggregate demand curve slopes downward, as in Figure 9–1.
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One way to understand this negative relationship between the price level and output is to note the link between money and transactions. If we assume that \( V \) is constant, then the money supply determines the dollar value of all transactions:

\[ MV = PY. \]

An increase in the price level implies that each transaction requires more dollars. For the above identity to hold with constant velocity, the quantity of transactions and thus the quantity of goods and services purchased \( Y \) must fall.

3. If the Fed increases the money supply, then the aggregate demand curve shifts outward, as in Figure 9–2. In the short run, prices are sticky, so the economy moves along
the short-run aggregate supply curve from point A to point B. Output rises above its natural rate level $Y$: the economy is in a boom. The high demand, however, eventually causes wages and prices to increase. This gradual increase in prices moves the economy along the new aggregate demand curve $AD_2$ to point C. At the new long-run equilibrium, output is at its natural-rate level, but prices are higher than they were in the initial equilibrium at point A.

4. It is easier for the Fed to deal with demand shocks than with supply shocks because the Fed can reduce or even eliminate the impact of demand shocks on output by controlling the money supply. In the case of a supply shock, however, there is no way for the Fed to adjust aggregate demand to maintain both full employment and a stable price level.

To understand why this is true, consider the policy options available to the Fed in each case. Suppose that a demand shock (such as the introduction of automatic teller machines, which reduce money demand) shifts the aggregate demand curve outward, as in Figure 9–3. Output increases in the short run to $Y_2$. In the long run output returns to the natural-rate level, but at a higher price level $P_2$. The Fed can offset this increase in velocity, however, by reducing the money supply; this returns the aggregate
demand curve to its initial position, $AD_1$. To the extent that the Fed can control the money supply, it can reduce or even eliminate the impact of demand shocks on output.

Now consider how an adverse supply shock (such as a crop failure or an increase in union aggressiveness) affects the economy. As shown in Figure 9–4, the short-run aggregate supply curve shifts up, and the economy moves from point A to point B.

Output falls below the natural rate and prices rise. The Fed has two options. Its first option is to hold aggregate demand constant, in which case output falls below its natural rate. Eventually prices fall and restore full employment, but the cost is a painful
recessions. Its second option is to increase aggregate demand by increasing the money supply, bringing the economy back toward the natural rate of output, as in Figure 9–5. This policy leads to a permanently higher price level at the new equilibrium, point C. Thus, in the case of a supply shock, there is no way to adjust aggregate demand to maintain both full employment and a stable price level.

**Problems and Applications**

1. a. Interest-bearing checking accounts make holding money more attractive. This increases the demand for money.

b. The increase in money demand is equivalent to a decrease in the velocity of money. Recall the quantity equation

\[ \frac{M}{P} = kY, \]

where \( k = \frac{1}{V} \). For this equation to hold, an increase in real money balances for a given amount of output means that \( k \) must increase; that is, velocity falls. Because interest on checking accounts encourages people to hold money, dollars circulate less frequently.

c. If the Fed keeps the money supply the same, the decrease in velocity shifts the aggregate demand curve downward, as in Figure 9–6. In the short run when prices are sticky, the economy moves from the initial equilibrium, point A, to the short-run equilibrium, point B. The drop in aggregate demand reduces the output of the economy below the natural rate.

Over time, the low level of aggregate demand causes prices and wages to fall. As prices fall, output gradually rises until it reaches the natural-rate level of output at point C.
d. The decrease in velocity causes the aggregate demand curve to shift downward. The Fed could increase the money supply to offset this decrease and thereby return the economy to its original equilibrium at point A, as in Figure 9–7.

To the extent that the Fed can accurately measure changes in velocity, it has the ability to reduce or even eliminate the impact of such a demand shock on output. In particular, when a regulatory change causes money demand to change in a predictable way, the Fed should make the money supply respond to that change in order to prevent it from disrupting the economy.

2. a. If the Fed reduces the money supply, then the aggregate demand curve shifts down, as in Figure 9–8. This result is based on the quantity equation $MV = PY$, which tells us that a decrease in money $M$ leads to a proportionate decrease in nominal output $PY$ (assuming that velocity $V$ is fixed). For any given price level $P$, the level of output $Y$ is lower, and for any given $Y$, $P$ is lower.
b. Recall from Chapter 4 that we can express the quantity equation in terms of percentage changes:

\[ \% \Delta in M + \% \Delta in V = \% \Delta in P + \% \Delta in Y. \]

If we assume that velocity is constant, then the \( \% \Delta in V = 0 \). Therefore,

\[ \% \Delta in M = \% \Delta in P + \% \Delta in Y. \]

We know that in the short run, the price level is fixed. This implies that the \( \% \Delta in P = 0 \). Therefore,

\[ \% \Delta in M = \% \Delta in Y. \]

Based on this equation, we conclude that in the short run a 5-percent reduction in the money supply leads to a 5-percent reduction in output. This is shown in Figure 9–9.

In the long run we know that prices are flexible and the economy returns to its natural rate of output. This implies that in the long run, the \( \% \Delta in Y = 0 \). Therefore,

\[ \% \Delta in M = \% \Delta in P. \]

Based on this equation, we conclude that in the long run a 5-percent reduction in the money supply leads to a 5-percent reduction in the price level, as shown in Figure 9–9.

c. Okun’s law refers to the negative relationship that exists between unemployment and real GDP. Okun’s law can be summarized by the equation:

\[ \% \Delta in \text{Real GDP} = 3\% - 2 \times [\% \Delta \text{ in Unemployment Rate}]. \]

That is, output moves in the opposite direction from unemployment, with a ratio of 2 to 1. In the short run, when \( Y \) falls 5 percent, unemployment increases 2-1/2 percent. In the long run, both output and unemployment return to their natural rate levels. Thus, there is no long-run change in unemployment.
d. The national income accounts identity tells us that saving \( S = Y - C - G \). Thus, when \( Y \) falls, \( S \) falls. Figure 9–10 shows that this causes the real interest rate to rise. When \( Y \) returns to its original equilibrium level, so does the real interest rate.
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Figure 9–10

3. a. An exogenous decrease in the velocity of money causes the aggregate demand curve to shift downward, as in Figure 9–11. In the short run, prices are fixed, so output falls.
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Figure 9–11

If the Fed wants to keep output and employment at their natural-rate levels, it must increase aggregate demand to offset the decrease in velocity. By increasing the money supply, the Fed can shift the aggregate demand curve upward, restoring the economy to its original equilibrium at point A. Both the price level and output remain constant.
If the Fed wants to keep prices stable, then it wants to avoid the long-run adjustment to a lower price level at point C in Figure 9–11. Therefore, it should increase the money supply and shift the aggregate demand curve upward, again restoring the original equilibrium at point A.

Thus, both Feds make the same choice of policy in response to this demand shock.

b. An exogenous increase in the price of oil is an adverse supply shock that causes the short-run aggregate supply curve to shift upward, as in Figure 9–12.

If the Fed cares about keeping output and employment at their natural-rate levels, then it should increase aggregate demand by increasing the money supply. This policy response shifts the aggregate demand curve upwards, as shown in the shift from $AD_1$ to $AD_2$ in Figure 9–12. In this case, the economy immediately reaches a new equilibrium at point C. The price level at point C is permanently higher, but there is no loss in output associated with the adverse supply shock.

If the Fed cares about keeping prices stable, then there is no policy response it can implement. In the short run, the price level stays at the higher level $P_2$. If the Fed increases aggregate demand, then the economy ends up with a permanently higher price level. Hence, the Fed must simply wait, holding aggregate demand constant. Eventually, prices fall to restore full employment at the old price level $P_1$. But the cost of this process is a prolonged recession.

Thus, the two Feds make a different policy choice in response to a supply shock.

4. From the main NBER web page (www.nber.org), I followed the link to Business Cycle Dates (http://www.nber.org/cycles.html, downloaded February 10, 2002). As of this writing, the latest turning point was in March 2001, when the economy switched from expansion to contraction.

Previous recessions (contractions) over the past three decades were July 1990 to March 1991; July 1981 to November 1982; January 1980 to July 1980; and November 1973 to March 1975. (Note that in the NBER table, the beginning date of a recession is shown as the “peak” (second column shown) of one expansion, and the end of the recession is shown as the “trough” (first column shown) of the next expansion.)
Questions for Review

1. The Keynesian cross tells us that fiscal policy has a multiplied effect on income. The reason is that according to the consumption function, higher income causes higher consumption. For example, an increase in government purchases of $\Delta G$ raises expenditure and, therefore, income by $\Delta G$. This increase in income causes consumption to rise by $MPC \times \Delta G$, where $MPC$ is the marginal propensity to consume. This increase in consumption raises expenditure and income even further. This feedback from consumption to income continues indefinitely. Therefore, in the Keynesian-cross model, increasing government spending by one dollar causes an increase in income that is greater than one dollar: it increases by $\Delta G/(1 – MPC)$.

2. The theory of liquidity preference explains how the supply and demand for real money balances determine the interest rate. A simple version of this theory assumes that there is a fixed supply of money, which the Fed chooses. The price level $P$ is also fixed in this model, so that the supply of real balances is fixed. The demand for real money balances depends on the interest rate, which is the opportunity cost of holding money. At a high interest rate, people hold less money because the opportunity cost is high. By holding money, they forgo the interest on interest-bearing deposits. In contrast, at a low interest rate, people hold more money because the opportunity cost is low. Figure 10–1 graphs the supply and demand for real money balances. Based on this theory of liquidity preference, the interest rate adjusts to equilibrate the supply and demand for real money balances.

![Figure 10-1](Image)

Figure 10-1

<table>
<thead>
<tr>
<th>Interest rate</th>
<th>Supply of real money balances</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Real money balances</th>
<th>M/P</th>
<th>M/P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand for real money balances</td>
<td>$L(r)$</td>
<td>$\Delta G/(1 – MPC)$</td>
</tr>
</tbody>
</table>
Why does an increase in the money supply lower the interest rate? Consider what happens when the Fed increases the money supply from $M_1$ to $M_2$. Because the price level $P$ is fixed, this increase in the money supply shifts the supply of real money balances $M/P$ to the right, as in Figure 10–2.

The interest rate must adjust to equilibrate supply and demand. At the old interest rate $r_1$, supply exceeds demand. People holding the excess supply of money try to convert some of it into interest-bearing bank deposits or bonds. Banks and bond issuers, who prefer to pay lower interest rates, respond to this excess supply of money by lowering the interest rate. The interest rate falls until a new equilibrium is reached at $r_2$.

3. The IS curve summarizes the relationship between the interest rate and the level of income that arises from equilibrium in the market for goods and services. Investment is negatively related to the interest rate. As illustrated in Figure 10–3, if the interest rate rises from $r_1$ to $r_2$, the level of planned investment falls from $I_1$ to $I_2$. 
The Keynesian cross tells us that a reduction in planned investment shifts the expenditure function downward and reduces national income, as in Figure 10–4(A).

Thus, as shown in Figure 10–4(B), a higher interest rate results in a lower level of national income: the IS curve slopes downward.
4. The *LM* curve summarizes the relationship between the level of income and the interest rate that arises from equilibrium in the market for real money balances. It tells us the interest rate that equilibrates the money market for any given level of income. The theory of liquidity preference explains why the *LM* curve slopes upward. This theory assumes that the demand for real money balances \( L(r, Y) \) depends negatively on the interest rate (because the interest rate is the opportunity cost of holding money) and positively on the level of income. The price level is fixed in the short run, so the Fed determines the fixed supply of real money balances \( M/P \). As illustrated in Figure 10–5(A), the interest rate equilibrates the supply and demand for real money balances for a given level of income.

**Figure 10–5**

![Diagram](image)

Now consider what happens to the interest rate when the level of income increases from \( Y_1 \) to \( Y_2 \). The increase in income shifts the money demand curve upward. At the old interest rate \( r_1 \), the demand for real money balances now exceeds the supply. The interest rate must rise to equilibrate supply and demand. Therefore, as shown in Figure 10–5(B), a higher level of income leads to a higher interest rate: The *LM* curve slopes upward.
Problems and Applications
1. a. The Keynesian cross graphs an economy’s planned expenditure function, \( E = C(Y - T) + I + G \), and the equilibrium condition that actual expenditure equals planned expenditure, \( Y = E \), as shown in Figure 10–6.

An increase in government purchases from \( G_1 \) to \( G_2 \) shifts the planned expenditure function upward. The new equilibrium is at point B. The change in \( Y \) equals the product of the government-purchases multiplier and the change in government spending: \( \Delta Y = \left(\frac{1}{1 - MPC}\right) \Delta G \). Because we know that the marginal propensity to consume \( MPC \) is less than one, this expression tells us that a one-dollar increase in \( G \) leads to an increase in \( Y \) that is greater than one dollar.

b. An increase in taxes \( \Delta T \) reduces disposable income \( Y - T \) by \( \Delta T \) and, therefore, reduces consumption by \( MPC \times \Delta T \). For any given level of income \( Y \), planned expenditure falls. In the Keynesian cross, the tax increase shifts the planned-expenditure function down by \( MPC \times \Delta T \), as in Figure 10–7.
The amount by which \( Y \) falls is given by the product of the tax multiplier and the increase in taxes:

\[
\Delta Y = \left[ -\frac{MPC}{1 - MPC} \right] \Delta T.
\]

c. We can calculate the effect of an equal increase in government expenditure and taxes by adding the two multiplier effects that we used in parts (a) and (b):

\[
\Delta Y = \left[ \frac{1}{1 - MPC} \right] \Delta G - \left[ \frac{MPC}{1 - MPC} \right] \Delta T.
\]

Because government purchases and taxes increase by the same amount, we know that \( \Delta G = \Delta T \). Therefore, we can rewrite the above equation as:

\[
\Delta Y = \left[ \frac{1}{1 - MPC} - \frac{MPC}{1 - MPC} \right] \Delta G = \Delta G.
\]

This expression tells us that an equal increase in government purchases and taxes increases \( Y \) by the amount that \( G \) increases. That is, the balanced-budget multiplier is exactly 1.

2. a. Total planned expenditure is

\[
E = C(Y - T) + I + G.
\]

Plugging in the consumption function and the values for investment \( I \), government purchases \( G \), and taxes \( T \) given in the question, total planned expenditure \( E \) is

\[
E = 200 + 0.75(Y - 100) + 100 + 100 = 0.75Y + 325.
\]

This equation is graphed in Figure 10–8.

b. To find the equilibrium level of income, combine the planned-expenditure equation derived in part (a) with the equilibrium condition \( Y = E \):

\[
Y = 0.75Y + 325
\]

\[
Y = 1,300.
\]

The equilibrium level of income is 1,300, as indicated in Figure 10–8.

c. If government purchases increase to 125, then planned expenditure changes to \( E = 0.75Y + 350 \). Equilibrium income increases to \( Y = 1,400 \). Therefore, an
increase in government purchases of 25 (i.e., $125 - 100 = 25$) increases income by 100. This is what we expect to find, because the government-purchases multiplier is $1/(1 - MP:\text{C})$: because the $MP:\text{C}$ is 0.75, the government-purchases multiplier is 4.

d. A level of income of 1,600 represents an increase of 300 over the original level of income. The government-purchases multiplier is $1/(1 - MP:\text{C})$: the $MP:\text{C}$ in this example equals 0.75, so the government-purchases multiplier is 4. This means that government purchases must increase by 75 (to a level of 175) for income to increase by 300.

3. a. When taxes do not depend on income, a one-dollar increase in income means that disposable income increases by one dollar. Consumption increases by the marginal propensity to consume $MP:\text{C}$. When taxes do depend on income, a one-dollar increase in income means that disposable income increases by only $(1 - t)$ dollars. Consumption increases by the product of the $MP:\text{C}$ and the change in disposable income, or $(1 - t)MP:\text{C}$. This is less than the $MP:\text{C}$. The key point is that disposable income changes by less than total income, so the effect on consumption is smaller.

b. When taxes are fixed, we know that $\Delta Y/\Delta G = 1/(1 - MP:\text{C})$. We found this by considering an increase in government purchases of $\Delta G$; the initial effect of this change is to increase income by $\Delta G$. This in turn increases consumption by an amount equal to the marginal propensity to consume times the change in income, $MP:\text{C} \times \Delta G$. This increase in consumption raises expenditure and income even further. The process continues indefinitely, and we derive the multiplier above.

When taxes depend on income, we know that the increase of $\Delta G$ increases total income by $\Delta G$; disposable income, however, increases by only $(1 - t)\Delta G$—less than dollar for dollar. Consumption then increases by an amount $(1 - t)MP:\text{C} \times \Delta G$. Expenditure and income increase by this amount, which in turn causes consumption to increase even more. The process continues, and the total change in output is

$$\Delta Y = \Delta G \left[ 1 + (1 - t)MP:\text{C} + [(1 - t)MP:\text{C}]^2 + [(1 - t)MP:\text{C}]^3 + \ldots \right]$$

Thus, the government-purchases multiplier becomes $1/(1 - (1 - t)MP:\text{C})$ rather than $1/(1 - MP:\text{C})$. This means a much smaller multiplier. For example, if the marginal propensity to consume $MP:\text{C}$ is 3/4 and the tax rate $t$ is 1/3, then the multiplier falls from $1/(1 - 3/4)$, or 4, to $1/(1 - (1 - 1/3)(3/4))$, or 2.

c. In this chapter, we derived the IS curve algebraically and used it to gain insight into the relationship between the interest rate and output. To determine how this tax system alters the slope of the IS curve, we can derive the IS curve for the case in which taxes depend on income. Begin with the national income accounts identity:

$$Y = C + I + G.$$

The consumption function is

$$C = a + b(Y - T - tY).$$

Note that in this consumption function taxes are a function of income. The investment function is the same as in the chapter:

$$I = c - dr.$$

Substitute the consumption and investment functions into the national income accounts identity to obtain:

$$Y = [a + b(Y - T - tY)] + c - dr + G.$$

Solving for $Y$:

$$Y = \frac{a + c}{1 - b(1 - t)} + \frac{1}{1 - b(1 - t)} G + \frac{-b}{1 - b(1 - t)} T + \frac{-d}{1 - b(1 - t)} r.$$
This IS equation is analogous to the one derived in the text except that each term is divided by $1 - b(1 - t)$ rather than by $(1 - b)$. We know that $t$ is a tax rate, which is less than 1. Therefore, we conclude that this IS curve is steeper than the one in which taxes are a fixed amount.

4. a. If society becomes more thrifty—meaning that for any given level of income people save more and consume less—then the planned-expenditure function shifts downward, as in Figure 10–9 (note that $C_2 < C_1$). Equilibrium income falls from $Y_1$ to $Y_2$.

b. Equilibrium saving remains unchanged. The national accounts identity tells us that saving equals investment, or $S = I$. In the Keynesian-cross model, we assumed that desired investment is fixed. This assumption implies that investment is the same in the new equilibrium as it was in the old. We can conclude that saving is exactly the same in both equilibria.

c. The paradox of thrift is that even though thriftiness increases, saving is unaffected. Increased thriftiness leads only to a fall in income. For an individual, we usually consider thriftiness a virtue. From the perspective of the Keynesian cross, however, thriftiness is a vice.

d. In the classical model of Chapter 3, the paradox of thrift does not arise. In that model, output is fixed by the factors of production and the production technology, and the interest rate adjusts to equilibrate saving and investment, where investment depends on the interest rate. An increase in thriftiness decreases consumption and increases saving for any level of output; since output is fixed, the saving schedule shifts to the right, as in Figure 10–10. At the new equilibrium, the interest rate is lower, and investment and saving are higher.

Thus, in the classical model, the paradox of thrift does not exist.
5. a. The downward sloping line in Figure 10–11 represents the money demand function \((M/P)^d = 1,000 - 100r\). With \(M = 1,000\) and \(P = 2\), the real money supply \((M/P)^s = 500\). The real money supply is independent of the interest rate and is, therefore, represented by the vertical line in Figure 10–11.
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b. We can solve for the equilibrium interest rate by setting the supply and demand for real balances equal to each other:

\[
500 = 1,000 - 100r
\]

Therefore, the equilibrium real interest rate equals 5 percent.

c. If the price level remains fixed at 2 and the supply of money is raised from 1,000 to 1,200, then the new supply of real balances \((M/P)^s\) equals 600. We can solve for the new equilibrium interest rate by setting the new \((M/P)^s\) equal to \((M/P)^d\):

\[
600 = 1,000 - 100r
\]

\[
100r = 400
\]

\[
r = 4.
\]

Thus, increasing the money supply from 1,000 to 1,200 causes the equilibrium interest rate to fall from 5 percent to 4 percent.

d. To determine at what level the Fed should set the money supply to raise the interest rate to 7 percent, set \((M/P)^s\) equal to \((M/P)^d\):

\[
M/P = 1,000 - 100r
\]

Setting the price level at 2 and substituting \(r = 7\), we find:

\[
M/2 = 1,000 - 100 \times 7
\]

\[
M = 600.
\]

For the Fed to raise the interest rate from 5 percent to 7 percent, it must reduce the nominal money supply from 1,000 to 600.
Questions for Review

1. The aggregate demand curve represents the negative relationship between the price level and the level of national income. In Chapter 9, we looked at a simplified theory of aggregate demand based on the quantity theory. In this chapter, we explore how the IS–LM model provides a more complete theory of aggregate demand. We can see why the aggregate demand curve slopes downward by considering what happens in the IS–LM model when the price level changes. As Figure 11–1(A) illustrates, for a given money supply, an increase in the price level from \( P_1 \) to \( P_2 \) shifts the LM curve upward because real balances decline; this reduces income from \( Y_1 \) to \( Y_2 \). The aggregate demand curve in Figure 11–1(B) summarizes this relationship between the price level and income that results from the IS–LM model.
2. The tax multiplier in the Keynesian-cross model tells us that, for any given interest rate, the tax increase causes income to fall by \( \Delta T \times \left[ -\frac{MPC}{1 - MPC} \right] \). This IS curve shifts to the left by this amount, as in Figure 11–2. The equilibrium of the economy moves from point A to point B. The tax increase reduces the interest rate from \( r_1 \) to \( r_2 \) and reduces national income from \( Y_1 \) to \( Y_2 \). Consumption falls because disposable income falls; investment rises because the interest rate falls.

![Figure 11–2](image)

Note that the decrease in income in the IS–LM model is smaller than in the Keynesian cross, because the IS–LM model takes into account the fact that investment rises when the interest rate falls.

3. Given a fixed price level, a decrease in the nominal money supply decreases real money balances. The theory of liquidity preference shows that, for any given level of income, a decrease in real money balances leads to a higher interest rate. Thus, the LM curve shifts upward, as in Figure 11–3. The equilibrium moves from point A to point B. The decrease in the money supply reduces income and raises the interest rate. Consumption falls because disposable income falls, whereas investment falls because the interest rate rises.

![Figure 11–3](image)
4. Falling prices can either increase or decrease equilibrium income. There are two ways in which falling prices can increase income. First, an increase in real money balances shifts the $LM$ curve downward, thereby increasing income. Second, the $IS$ curve shifts to the right because of the Pigou effect: real money balances are part of household wealth, so an increase in real money balances makes consumers feel wealthier and buy more. This shifts the $IS$ curve to the right, also increasing income.

There are two ways in which falling prices can reduce income. The first is the debt-deflation theory. An unexpected decrease in the price level redistributes wealth from debtors to creditors. If debtors have a higher propensity to consume than creditors, then this redistribution causes debtors to decrease their spending by more than creditors increase theirs. As a result, aggregate consumption falls, shifting the $IS$ curve to the left and reducing income. The second way in which falling prices can reduce income is through the effects of expected deflation. Recall that the real interest rate $r$ equals the nominal interest rate $i$ minus the expected inflation rate $\pi^e$: $r = i - \pi^e$. If everyone expects the price level to fall in the future (i.e., $\pi^e$ is negative), then for any given nominal interest rate, the real interest rate is higher. A higher real interest rate depresses investment and shifts the $IS$ curve to the left, reducing income.

**Problems and Applications**

1. a. If the central bank increases the money supply, then the $LM$ curve shifts downward, as shown in Figure 11–4. Income increases and the interest rate falls. The increase in disposable income causes consumption to rise; the fall in the interest rate causes investment to rise as well.

![Figure 11–4](image-url)
b. If government purchases increase, then the government-purchases multiplier tells us that the IS curve shifts to the right by an amount equal to $\frac{1}{1 - MPC} \Delta G$. This is shown in Figure 11–5. Income and the interest rate both increase. The increase in disposable income causes consumption to rise, while the increase in the interest rate causes investment to fall.

![Figure 11–5](image)
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c. If the government increases taxes, then the tax multiplier tells us that the IS curve shifts to the left by an amount equal to $\left[-\frac{MPC}{1 - MPC}\right] \Delta T$. This is shown in Figure 11–6. Income and the interest rate both fall. Disposable income falls because income is lower and taxes are higher; this causes consumption to fall. The fall in the interest rate causes investment to rise.
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d. We can figure out how much the IS curve shifts in response to an equal increase in government purchases and taxes by adding together the two multiplier effects that we used in parts (b) and (c):

$$\Delta Y = \left[\frac{1}{1 - \text{MPC}}\right] \Delta G - \left[\frac{\text{MPC}}{1 - \text{MPC}}\right] \Delta T$$

Because government purchases and taxes increase by the same amount, we know that $\Delta G = \Delta T$. Therefore, we can rewrite the above equation as:

$$\Delta Y = \left[\frac{1}{1 - \text{MPC}}\right] \Delta G - \left[\frac{\text{MPC}}{1 - \text{MPC}}\right] \Delta G$$

$$\Delta Y = \Delta G.$$  

This expression tells us how output changes, holding the interest rate constant. It says that an equal increase in government purchases and taxes shifts the IS curve to the right by the amount that $G$ increases.

This shift is shown in Figure 11–7. Output increases, but by less than the amount that $G$ and $T$ increase; this means that disposable income $Y - T$ falls. As a result, consumption also falls. The interest rate rises, causing investment to fall.
2. a. The invention of the new high-speed chip increases investment demand, which shifts the IS curve out. That is, at every interest rate, firms want to invest more. The increase in the demand for investment goods shifts the IS curve out, raising income and employment. Figure 11–8 shows the effect graphically.

![Figure 11–8](image1)

The increase in income from the higher investment demand also raises interest rates. This happens because the higher income raises demand for money; since the supply of money does not change, the interest rate must rise in order to restore equilibrium in the money market. The rise in interest rates partially offsets the increase in investment demand, so that output does not rise by the full amount of the rightward shift in the IS curve.

Overall, income, interest rates, consumption, and investment all rise.

b. The increased demand for cash shifts the LM curve up. This happens because at any given level of income and money supply, the interest rate necessary to equilibrate the money market is higher. Figure 11–9 shows the effect of this LM shift graphically.

![Figure 11–9](image2)
The upward shift in the \( LM \) curve lowers income and raises the interest rate. Consumption falls because income falls, and investment falls because the interest rate rises.

c. At any given level of income, consumers now wish to save more and consume less. Because of this downward shift in the consumption function, the \( IS \) curve shifts inward. Figure 11–10 shows the effect of this \( IS \) shift graphically.

Income, interest rates, and consumption all fall, while investment rises. Income falls because at every level of the interest rate, planned expenditure falls. The interest rate falls because the fall in income reduces demand for money; since the supply of money is unchanged, the interest rate must fall to restore money-market equilibrium. Consumption falls both because of the shift in the consumption function and because income falls. Investment rises because of the lower interest rates and partially offsets the effect on output of the fall in consumption.
3. a. The IS curve is given by:

\[ Y = C(Y - T) + I(r) + G. \]

We can plug in the consumption and investment functions and values for \( G \) and \( T \) as given in the question and then rearrange to solve for the IS curve for this economy:

\[
Y = 200 + 0.75(Y - 100) + 200 - 25r + 100 \\
Y - 0.75Y = 425 - 25r \\
(1 - 0.75)Y = 425 - 25r \\
Y = (1/0.25) (425 - 25r) \\
Y = 1,700 - 100r.
\]

This IS equation is graphed in Figure 11–11 for \( r \) ranging from 0 to 8.

![Figure 11–11](image)

b. The LM curve is determined by equating the demand for and supply of real money balances. The supply of real balances is 1,000/2 = 500. Setting this equal to money demand, we find:

\[
500 = Y - 100r. \\
Y = 500 + 100r.
\]

This LM curve is graphed in Figure 11–11 for \( r \) ranging from 0 to 8.

c. If we take the price level as given, then the IS and the LM equations give us two equations in two unknowns, \( Y \) and \( r \). We found the following equations in parts (a) and (b):

\[
\text{IS: } Y = 1,700 - 100r. \\
\text{LM: } Y = 500 + 100r.
\]

Equating these, we can solve for \( r \):

\[
1,700 - 100r = 500 + 100r \\
1,200 = 200r \\
\quad r = 6.
\]

Now that we know \( r \), we can solve for \( Y \) by substituting it into either the IS or the LM equation. We find

\[ Y = 1,100. \]

Therefore, the equilibrium interest rate is 6 percent and the equilibrium level of output is 1,100, as depicted in Figure 11–11.
d. If government purchases increase from 100 to 150, then the IS equation becomes:

\[ Y = 200 + 0.75(Y - 100) + 200 - 25r + 150. \]

Simplifying, we find:

\[ Y = 1,900 - 100r. \]

This IS curve is graphed as IS\(_2\) in Figure 11–12. We see that the IS curve shifts to the right by 200.

![Figure 11–12](image)

By equating the new IS curve with the LM curve derived in part (b), we can solve for the new equilibrium interest rate:

\[
1,900 - 100r = 500 + 100r
\]

\[
1,400 = 200r
\]

\[ 7 = r. \]

We can now substitute \( r \) into either the IS or the LM equation to find the new level of output. We find

\[ Y = 1,200. \]

Therefore, the increase in government purchases causes the equilibrium interest rate to rise from 6 percent to 7 percent, while output increases from 1,100 to 1,200. This is depicted in Figure 11–12.
e. If the money supply increases from 1,000 to 1,200, then the *LM* equation becomes:

\[(1,200/2) = Y - 100r,\]

or

\[Y = 600 + 100r.\]

This *LM* curve is graphed as *LM*₂ in Figure 11–13. We see that the *LM* curve shifts to the right by 100 because of the increase in real money balances.

\[\begin{array}{c|cccc}
& IS & & & \\
Income, output & 1,700 & 1,150 & 1,100 & 600 & 500 & 0 \\
Interest rate & 6.0 & & & \\
\end{array}\]

To determine the new equilibrium interest rate and level of output, equate the *IS* curve from part (a) with the new *LM* curve derived above:

\[1,700 - 100r = 600 + 100r\]

\[1,100 = 200r\]

\[5.5 = r.\]

Substituting this into either the *IS* or the *LM* equation, we find

\[Y = 1,150.\]

Therefore, the increase in the money supply causes the interest rate to fall from 6 percent to 5.5 percent, while output increases from 1,100 to 1,150. This is depicted in Figure 11–13.

f. If the price level rises from 2 to 4, then real money balances fall from 500 to \(1,000/4 = 250\). The *LM* equation becomes:

\[Y = 250 + 100r.\]
As shown in Figure 11–14, the $LM$ curve shifts to the left by 250 because the increase in the price level reduces real money balances.
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To determine the new equilibrium interest rate, equate the $IS$ curve from part (a) with the new $LM$ curve from above:

\[ 1,700 - 100r = 250 + 100r \]
\[ 1,450 = 200r \]
\[ 7.25 = r. \]

Substituting this interest rate into either the $IS$ or the $LM$ equation, we find

\[ Y = 975. \]

Therefore, the new equilibrium interest rate is 7.25, and the new equilibrium level of output is 975, as depicted in Figure 11–14.

g. The aggregate demand curve is a relationship between the price level and the level of income. To derive the aggregate demand curve, we want to solve the $IS$ and the $LM$ equations for $Y$ as a function of $P$. That is, we want to substitute out for the interest rate. We can do this by solving the $IS$ and the $LM$ equations for the interest rate:

**IS**:  
\[ Y = 1,700 - 100r \]
\[ 100r = 1,700 - Y. \]

**LM**:  
\[ (M/P) = Y - 100r \]
\[ 100r = Y - (M/P). \]

Combining these two equations, we find

\[ 1,700 - Y = Y - (M/P) \]
\[ 2Y = 1,700 + M/P \]
\[ Y = 850 + M/2P. \]

Since the nominal money supply $M$ equals 1,000, this becomes

\[ Y = 850 + 500/P. \]
This aggregate demand equation is graphed in Figure 11–15.

How does the increase in fiscal policy of part (d) affect the aggregate demand curve? We can see this by deriving the aggregate demand curve using the IS equation from part (d) and the LM curve from part (b):

\[ IS: \quad Y = 1,900 - 100r \]
\[ 100r = 1,900 - Y. \]

\[ LM: \quad (1,000/P) = Y - 100r \]
\[ 100r = Y - (1,000/P). \]

Combining and solving for \( Y \):
\[ 1,900 - Y = Y - (1,000/P), \]

or
\[ Y = 950 + 500/P. \]

By comparing this new aggregate demand equation to the one previously derived, we can see that the increase in government purchases by 50 shifts the aggregate demand curve to the right by 100.

How does the increase in the money supply of part (e) affect the aggregate demand curve? Because the \( AD \) curve is \( Y = 850 + M/2P \), the increase in the money supply from 1,000 to 1,200 causes it to become
\[ Y = 850 + 600/P. \]

By comparing this new aggregate demand curve to the one originally derived, we see that the increase in the money supply shifts the aggregate demand curve to the right.

4. a. The \( IS \) curve represents the relationship between the interest rate and the level of income that arises from equilibrium in the market for goods and services. That is, it describes the combinations of income and the interest rate that satisfy the equation
\[ Y = C(Y - T) + I(r) + G. \]
If investment does not depend on the interest rate, then nothing in the IS equation depends on the interest rate; income must adjust to ensure that the quantity of goods produced, $Y$, equals the quantity of goods demanded, $C + I + G$. Thus, the IS curve is vertical at this level, as shown in Figure 11–16.

Monetary policy has no effect on output, because the IS curve determines $Y$. Monetary policy can affect only the interest rate. In contrast, fiscal policy is effective: output increases by the full amount that the IS curve shifts.

b. The $LM$ curve represents the combinations of income and the interest rate at which the money market is in equilibrium. If money demand does not depend on the interest rate, then we can write the $LM$ equation as

$$ \frac{M}{P} = L(Y). $$

For any given level of real balances $M/P$, there is only one level of income at which the money market is in equilibrium. Thus, the $LM$ curve is vertical, as shown in Figure 11–17.

c. If money demand does not depend on income, then we can write the $LM$ equation as

$$ \frac{M}{P} = L(r). $$
For any given level of real balances $M/P$, there is only one level of the interest rate at which the money market is in equilibrium. Hence, the $LM$ curve is horizontal, as shown in Figure 11–18.

\[
\text{Figure 11–18}
\]

Fiscal policy is very effective: output increases by the full amount that the $IS$ curve shifts. Monetary policy is also effective: an increase in the money supply causes the interest rate to fall, so the $LM$ curve shifts down, as shown in Figure 11–18.

d. The $LM$ curve gives the combinations of income and the interest rate at which the supply and demand for real balances are equal, so that the money market is in equilibrium. The general form of the $LM$ equation is

\[
\frac{M}{P} = L(r, Y).
\]

Suppose income $Y$ increases by $1. How much must the interest rate change to keep the money market in equilibrium? The increase in $Y$ increases money demand. If money demand is extremely sensitive to the interest rate, then it takes a very small increase in the interest rate to reduce money demand and restore equilibrium in the money market. Hence, the $LM$ curve is (nearly) horizontal, as shown in Figure 11–19.

\[
\text{Figure 11–19}
\]
An example may make this clearer. Consider a linear version of the $LM$ equation:

$$\frac{M}{P} = eY - fr.$$  

Note that as $f$ gets larger, money demand becomes increasingly sensitive to the interest rate. Rearranging this equation to solve for $r$, we find

$$r = (e/f)Y - (1/f)(M/P).$$  

We want to focus on how changes in each of the variables are related to changes in the other variables. Hence, it is convenient to write this equation in terms of changes:

$$\Delta r = (e/f)\Delta Y - (1/f)\Delta(M/P).$$

The slope of the $LM$ equation tells us how much $r$ changes when $Y$ changes, holding $M$ fixed. If $\Delta(M/P) = 0$, then the slope is $\Delta r/\Delta Y = (e/f)$. As $f$ gets very large, this slope gets closer and closer to zero.

If money demand is very sensitive to the interest rate, then fiscal policy is very effective: with a horizontal $LM$ curve, output increases by the full amount that the $IS$ curve shifts. Monetary policy is now completely ineffective: an increase in the money supply does not shift the $LM$ curve at all. We see this in our example by considering what happens if $M$ increases. For any given $Y$ (so that we set $\Delta Y = 0$), $\Delta r/\Delta(M/P) = (-1/f)$; this tells us how much the $LM$ curve shifts down. As $f$ gets larger, this shift gets smaller and approaches zero. (This is in contrast to the horizontal $LM$ curve in part (c), which does shift down.)

5. To raise investment while keeping output constant, the government should adopt a loose monetary policy and a tight fiscal policy, as shown in Figure 11–20. In the new equilibrium at point B, the interest rate is lower, so that investment is higher. The tight fiscal policy—reducing government purchases, for example—offsets the effect of this increase in investment on output.
The policy mix in the early 1980s did exactly the opposite. Fiscal policy was expansionary, while monetary policy was contractionary. Such a policy mix shifts the IS curve to the right and the LM curve to the left, as in Figure 11–21. The real interest rate rises and investment falls.

6. a. An increase in the money supply shifts the LM curve to the right in the short run. This moves the economy from point A to point B in Figure 11–22: the interest rate falls from $r_1$ to $r_2$, and output rises from $Y_1$ to $Y_2$. The increase in output occurs because the lower interest rate stimulates investment, which increases output.

Since the level of output is now above its long-run level, prices begin to rise. A rising price level lowers real balances, which raises the interest rate. As indicated in Figure 11–22, the LM curve shifts back to the left. Prices continue to rise until the economy returns to its original position at point A. The interest rate returns to $r_1$, and investment returns to its original level. Thus, in the long run, there is no impact on real variables from an increase in the money supply. (This is what we called monetary neutrality in Chapter 4.)
b. An increase in government purchases shifts the IS curve to the right, and the economy moves from point A to point B, as shown in Figure 11–23. In the short run, output increases from $Y$ to $Y_2$, and the interest rate increases from $r_1$ to $r_2$.

![Figure 11–23](image)

The increase in the interest rate reduces investment and “crowds out” part of the expansionary effect of the increase in government purchases. Initially, the LM curve is not affected because government spending does not enter the LM equation. After the increase, output is above its long-run equilibrium level, so prices begin to rise. The rise in prices reduces real balances, which shifts the LM curve to the left. The interest rate rises even more than in the short run. This process continues until the long-run level of output is again reached. At the new equilibrium, point C, interest rates have risen to $r_3$, and the price level is permanently higher. Note that, like monetary policy, fiscal policy cannot change the long-run level of output. Unlike monetary policy, however, it can change the composition of output. For example, the level of investment at point C is lower than it is at point A.

c. An increase in taxes reduces disposable income for consumers, shifting the IS curve to the left, as shown in Figure 11–24. In the short run, output and the interest rate decline to $Y_2$ to $r_2$ as the economy moves from point A to point B.

![Figure 11–24](image)
Initially, the $LM$ curve is not affected. In the longer run, prices begin to decline because output is below its long-run equilibrium level, and the $LM$ curve then shifts to the right because of the increase in real money balances. Interest rates fall even further to $r_3$, and, thus, further stimulate investment and increase income. In the long run, the economy moves to point C. Output returns to $Y$, the price level and the interest rate are lower, and the decrease in consumption has been offset by an equal increases in investment.

7. Figure 11–25(A) shows what the $IS$–$LM$ model looks like for the case in which the Fed holds the money supply constant. Figure 11–25(B) shows what the model looks like if the Fed adjusts the money supply to hold the interest rate constant; this policy makes the effective $LM$ curve horizontal.

Figure 11–25

A. Holding the Money Supply Constant

B. Holding the Interest Rate Constant

---

a. If all shocks to the economy arise from exogenous changes in the demand for goods and services, this means that all shocks are to the $IS$ curve. Suppose a shock causes the $IS$ curve to shift from $IS_1$ to $IS_2$. Figures 11–26(A) and (B) show what effect this has on output under the two policies. It is clear that output fluctuates less if the Fed follows a policy of keeping the money supply constant. Thus, if all shocks are to the $IS$ curve, then the Fed should follow a policy of keeping the money supply constant.

Figure 11–26

A. Holding the Money Supply Constant

B. Holding the Interest Rate Constant
b. If all shocks in the economy arise from exogenous changes in the demand for money, this means that all shocks are to the \( LM \) curve. If the Fed follows a policy of adjusting the money supply to keep the interest rate constant, then the \( LM \) curve does not shift in response to these shocks—the Fed immediately adjusts the money supply to keep the money market in equilibrium. Figures 11–27(A) and (B) show the effects of the two policies. It is clear that output fluctuates less if the Fed holds the interest rate constant, as in Figure 11–27(B). If the Fed holds the interest rate constant and offsets shocks to money demand by changing the money supply, then all variability in output is eliminated. Thus, if all shocks are to the \( LM \) curve, then the Fed should adjust the money supply to hold the interest rate constant, thereby stabilizing output.

Figure 11–27

A. Holding the Money Supply Constant

B. Holding the Interest Rate Constant

8. a. The analysis of changes in government purchases is unaffected by making money demand dependent on disposable income instead of total expenditure. An increase in government purchases shifts the \( IS \) curve to the right, as in the standard case. The \( LM \) curve is unaffected by this increase. Thus, the analysis is the same as it was before; this is shown in Figure 11–28.
b. A tax cut causes disposable income $Y - T$ to increase at every level of income $Y$. This increases consumption for any given level of income as well, so the IS curve shifts to the right, as in the standard case. This is shown in Figure 11–29. If money demand depends on disposable income, however, then the tax cut increases money demand, so the $LM$ curve shifts upward, as shown in the figure. Thus, the analysis of a change in taxes is altered drastically by making money demand dependent on disposable income. As shown in the figure, it is possible for a tax cut to be contractionary.

\[ Y_1 \quad Y_2 \quad Y \]

\[ IS_1 \quad IS_2 \]

\[ LM_1 \quad LM_2 \]
Questions for Review

1. In the Mundell–Fleming model, an increase in taxes shifts the $IS^*$ curve to the left. If the exchange rate floats freely, then the $LM^*$ curve is unaffected. As shown in Figure 12–1, the exchange rate falls while aggregate income remains unchanged. The fall in the exchange rate causes the trade balance to increase.
Now suppose there are fixed exchange rates. When the $IS^*$ curve shifts to the left in Figure 12–2, the money supply has to fall to keep the exchange rate constant, shifting the $LM^*$ curve from $LM^*_1$ to $LM^*_2$. As shown in the figure, output falls while the exchange rate remains fixed.

Net exports can only change if the exchange rate changes or the net exports schedule shifts. Neither occurs here, so net exports do not change.

We conclude that in an open economy, fiscal policy is effective at influencing output under fixed exchange rates but ineffective under floating exchange rates.

2. In the Mundell–Fleming model with floating exchange rates, a reduction in the money supply reduces real balances $M/P$, causing the $LM^*$ curve to shift to the left. As shown in Figure 12–3, this leads to a new equilibrium with lower income and a higher exchange rate. The increase in the exchange rate reduces the trade balance.
If exchange rates are fixed, then the upward pressure on the exchange rate forces the Fed to sell dollars and buy foreign exchange. This increases the money supply \( M \) and shifts the \( LM^* \) curve back to the right until it reaches \( LM^*_1 \) again, as shown in Figure 12–4.

In equilibrium, income, the exchange rate, and the trade balance are unchanged.

We conclude that in an open economy, monetary policy is effective at influencing output under floating exchange rates but impossible under fixed exchange rates.

3. In the Mundell–Fleming model under floating exchange rates, removing a quota on imported cars shifts the net exports schedule inward, as shown in Figure 12–5. As in the figure, for any given exchange rate, such as \( \varepsilon \), net exports fall. This is because it now becomes possible for Americans to buy more Toyotas, Volkswagens, and other foreign cars than they could when there was a quota.
This inward shift in the net-exports schedule causes the $IS^*$ schedule to shift inward as well, as shown in Figure 12–6.

The exchange rate falls while income remains unchanged. The trade balance is also unchanged. We know this since

$$NX(e) = Y - C(Y - T) - I(r) - G.$$  

Removing the quota has no effect on $Y$, $C$, $I$, or $G$, so it also has no effect on the trade balance.

If there are fixed exchange rates, then the shift in the $IS^*$ curve puts downward pressure on the exchange rate, as above. In order to keep the exchange rate fixed, the Fed is forced to buy dollars and sell foreign exchange. This shifts the $LM^*$ curve to the left, as shown in Figure 12–7.

In equilibrium, income is lower and the exchange rate is unchanged. The trade balance falls; we know this because net exports are lower at any level of the exchange rate.
The following table lists some of the advantages and disadvantages of floating versus fixed exchange rates.

**Table 12–1**

**Floating Exchange Rates**

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allows monetary policy to pursue goals other than just exchange-rate stabilization, for example, the stability of prices and employment.</td>
<td>Exchange-rate uncertainty is higher, and this might make international trade more difficult.</td>
</tr>
</tbody>
</table>

**Fixed Exchange Rates**

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Makes international trade easier by reducing exchange rate uncertainty. It disciplines the monetary authority, preventing excessive growth in $M$. As a monetary rule, it is easy to implement.</td>
<td>Monetary policy cannot be used to pursue policy goals other than maintaining the exchange rate. As a way to discipline the monetary authority, it may lead to greater instability in income and employment.</td>
</tr>
</tbody>
</table>

**Problems and Applications**

1. The following three equations describe the Mundell–Fleming model:

   \[ Y = C(Y - T) + I(r) + G + NX(e). \]  
   \[ M/P = L(r, Y). \]
   \[ r = r^*. \]

   In addition, we assume that the price level is fixed in the short run, both at home and abroad. This means that the nominal exchange rate $e$ equals the real exchange rate $\epsilon$.

   a. If consumers decide to spend less and save more, then the $IS^*$ curve shifts to the left. Figure 12–8 shows the case of floating exchange rates. Since the money supply does not adjust, the $LM^*$ curve does not shift. Since the $LM^*$ curve is unchanged, output $Y$ is also unchanged. The exchange rate falls (depreciates), which causes an increase in the trade balance equal to the fall in consumption.
Figure 12–9 shows the case of fixed exchange rates. The $IS^*$ curve shifts to the left, but the exchange rate cannot fall. Instead, output falls. Since the exchange rate does not change, we know that the trade balance does not change either.

In essence, the fall in desired spending puts downward pressure on the interest rate and, hence, on the exchange rate. If there are fixed exchange rates, then the central bank buys the domestic currency that investors seek to exchange, and provides foreign currency. As a result, the exchange rate does not change, so the trade balance does not change. Hence, there is nothing to offset the fall in consumption, and output falls.

b. If some consumers decide they prefer stylish Toyotas to Fords and Chryslers, then the net-exports schedule, shown in Figure 12–10, shifts to the left. That is, at any level of the exchange rate, net exports are lower than they were before.
This shifts the $IS^*$ curve to the left as well, as shown in Figure 12–11 for the case of floating exchange rates. Since the $LM^*$ curve is fixed, output does not change, while the exchange rate falls (depreciates).

The trade balance does not change either, despite the fall in the exchange rate. We know this since $NX = S - I$, and both saving and investment remain unchanged.

Figure 12–12 shows the case of fixed exchange rates. The leftward shift in the $IS^*$ curve puts downward pressure on the exchange rate. The central bank buys dollars and sells foreign exchange to keep $e$ fixed: this reduces $M$ and shifts the $LM^*$ curve to the left. As a result, output falls.

The trade balance falls, because the shift in the net exports schedule means that net exports are lower for any given level of the exchange rate.

c. The introduction of ATM machines reduces the demand for money. We know that equilibrium in the money market requires that the supply of real balances $M/P$ must equal demand:

$$M/P = L(r^*, Y).$$

A fall in money demand means that for unchanged income and interest rates, the right-hand side of this equation falls. Since $M$ and $P$ are both fixed, we know that
the left-hand side of this equation cannot adjust to restore equilibrium. We also know that the interest rate is fixed at the level of the world interest rate. This means that income—the only variable that can adjust—must rise in order to increase the demand for money. That is, the $LM^*$ curve shifts to the right.

Figure 12–13 shows the case with floating exchange rates. Income rises, the exchange rate falls (depreciates), and the trade balance rises.

Figure 12–14 shows the case of fixed exchange rates. The $LM^*$ schedule shifts to the right; as before, this tends to push domestic interest rates down and cause the currency to depreciate. However, the central bank buys dollars and sells foreign currency in order to keep the exchange rate from falling. This reduces the money supply and shifts the $LM^*$ schedule back to the left. The $LM^*$ curve continues to shift back until the original equilibrium is restored.

In the end, income, the exchange rate, and the trade balance are unchanged.
2. a. The Mundell–Fleming model takes the world interest rate $r^*$ as an exogenous variable. However, there is no reason to expect the world interest rate to be constant. In the closed-economy model of Chapter 3, the equilibrium of saving and investment determines the real interest rate. In an open economy in the long run, the world real interest rate is the rate that equilibrates world saving and world investment demand. Anything that reduces world saving or increases world investment demand increases the world interest rate. In addition, in the short run with fixed prices, anything that increases the worldwide demand for goods or reduces the worldwide supply of money causes the world interest rate to rise.

b. Figure 12–15 shows the effect of an increase in the world interest rate under floating exchange rates. Both the $IS^*$ and the $LM^*$ curves shift. The $IS^*$ curve shifts to the left, because the higher interest rate causes investment $I(r^*)$ to fall. The $LM^*$ curve shifts to the right because the higher interest rate reduces money demand. Since the supply of real balances $M/P$ is fixed, the higher interest rate leads to an excess supply of real balances. To restore equilibrium in the money market, income must rise; this increases the demand for money until there is no longer an excess supply.

We see from the figure that output rises and the exchange rate falls (depreciates). Hence, the trade balance increases.
c. Figure 12–16 shows the effect of an increase in the world interest rate if exchange rates are fixed. Both the IS* and LM* curves shift. As in part (b), the IS* curve shifts to the left since the higher interest rate causes investment demand to fall. The LM* schedule, however, shifts to the left instead of to the right. This is because the downward pressure on the exchange rate causes the central bank to buy dollars and sell foreign exchange. This reduces the supply of money M and shifts the LM* schedule to the left. The LM* curve must shift all the way back to LM* 1 in the figure, where the fixed-exchange-rate line crosses the new IS* curve.

In equilibrium, output falls while the exchange rate remains unchanged. Since the exchange rate does not change, neither does the trade balance.

3. a. A depreciation of the currency makes American goods more competitive. This is because a depreciation means that the same price in dollars translates into fewer units of foreign currency. That is, in terms of foreign currency, American goods become cheaper so that foreigners buy more of them. For example, suppose the exchange rate between yen and dollars falls from 200 yen/dollar to 100 yen/dollar. If an American can of tennis balls costs $2.50, its price in yen falls from 500 yen to 250 yen. This fall in price increases the quantity of American-made tennis balls demanded in Japan. That is, American tennis balls are more competitive.
b. Consider first the case of floating exchange rates. We know that the position of the \( LM^* \) curve determines output. Hence, we know that we want to keep the money supply fixed. As shown in Figure 12–17, we want to use fiscal policy to shift the \( IS^* \) curve to the left to cause the exchange rate to fall (depreciate). We can do this by reducing government spending or increasing taxes.

![Figure 12–17](image)

Now suppose that the exchange rate is fixed at some level. If we want to increase competitiveness, we need to reduce the exchange rate; that is, we need to fix it at a lower level. The first step is to devalue the dollar, fixing the exchange rate at the desired lower level. This increases net exports and tends to increase output, as shown in Figure 12–18. We can offset this rise in output with contractionary fiscal policy that shifts the \( IS^* \) curve to the left, as shown in the figure.

![Figure 12–18](image)
4. In the text, we assumed that net exports depend only on the exchange rate. This is analogous to the usual story in microeconomics in which the demand for any good (in this case, net exports) depends on the price of that good. The “price” of net exports is the exchange rate. However, we also expect that the demand for any good depends on income, and this may be true here as well: as income rises, we want to buy more of all goods, both domestic and imported. Hence, as income rises, imports increase, so net exports fall. Thus, we can write net exports as a function of both the exchange rate and income:

\[ NX = NX(e, Y). \]

Figure 12–19 shows the net exports schedule as a function of the exchange rate. As before, the net exports schedule is downward sloping, so an increase in the exchange rate reduces net exports. We have drawn this schedule for a given level of income. If income increases from \( Y_1 \) to \( Y_2 \), the net exports schedule shifts inward from \( NX(Y_1) \) to \( NX(Y_2) \).

![Figure 12–19](image)

a. Figure 12–20 shows the effect of a fiscal expansion under floating exchange rates. The fiscal expansion (an increase in government expenditure or a cut in taxes) shifts the \( IS^* \) schedule to the right. But with floating exchange rates, if the \( LM^* \) curve does not change, neither does income. Since income does not change, the net-exports schedule remains at its original level \( NX(Y_1) \).

![Figure 12–20](image)
The final result is that income does not change, and the exchange rate appreciates from $e_1$ to $e_2$. Net exports fall because of the appreciation of the currency.

Thus, our answer is the same as that given in Table 12–1.

b. Figure 12–21 shows the effect of a fiscal expansion under fixed exchange rates. The fiscal expansion shifts the $IS^*$ curve to the right, from $IS_1^*$ to $IS_2^*$. As in part (a), for unchanged real balances, this tends to push the exchange rate up. To prevent this appreciation, however, the central bank intervenes in currency markets, selling dollars and buying foreign exchange. This increases the money supply and shifts the $LM^*$ curve to the right, from $LM_1^*$ to $LM_2^*$.

Output rises while the exchange rate remains fixed. Despite the unchanged exchange rate, the higher level of income reduces net exports because the net-exports schedule shifts inward.

Thus, our answer differs from the answer in Table 12–1 only in that under fixed exchange rates, a fiscal expansion reduces the trade balance.
5. [Note the similarity to question 7 in Chapter 11.] We want to consider the effects of a tax cut when the $LM^*$ curve depends on disposable income instead of income:

$$\frac{M}{P} = L[r, Y - T].$$

A tax cut now shifts both the $IS^*$ and the $LM^*$ curves. Figure 12–22 shows the case of floating exchange rates. The $IS^*$ curve shifts to the right, from $IS_1^*$ to $IS_2^*$. The $LM^*$ curve shifts to the left, however, from $LM_1^*$ to $LM_2^*$.

We know that real balances $M/P$ are fixed in the short run, while the interest rate is fixed at the level of the world interest rate $r^*$. Disposable income is the only variable that can adjust to bring the money market into equilibrium: hence, the $LM^*$ equation determines the level of disposable income. If taxes $T$ fall, then income $Y$ must also fall to keep disposable income fixed.

In Figure 12–22, we move from an original equilibrium at point A to a new equilibrium at point B. Income falls by the amount of the tax cut, and the exchange rate appreciates.
If there are fixed exchange rates, the IS* curve still shifts to the right; but the initial shift in the LM* curve no longer matters. That is, the upward pressure on the exchange rate causes the central bank to sell dollars and buy foreign exchange; this increases the money supply and shifts the LM* curve to the right, as shown in Figure 12–23.

The new equilibrium, at point B, is at the intersection of the new IS* curve, IS* 2, and the horizontal line at the level of the fixed exchange rate. There is no difference between this case and the standard case where money demand depends on income.

6. Since people demand money balances in order to buy goods and services, it makes sense to think that the price level that is relevant is the price level of the goods and services they buy. This includes both domestic and foreign goods. But the dollar price of foreign goods depends on the exchange rate. For example, if the dollar rises from 100 yen/dollar to 150 yen/dollar, then a Japanese good that costs 300 yen falls in price from $3 to $2. Hence, we can write the condition for equilibrium in the money market as

\[
\frac{M}{P} = L(r, Y),
\]

where

\[
P = \lambda P_d + (1 - \lambda)P_f/e.
\]
a. A higher exchange rate makes foreign goods cheaper. To the extent that people consume foreign goods (a fraction $1 - \lambda$), this lowers the price level $P$ that is relevant for the money market. This lower price level increases the supply of real balances $M/P$. To keep the money market in equilibrium, we require income to rise to increase money demand as well.

Hence, the $LM^*$ curve is upward sloping.

b. In the standard Mundell–Fleming model, expansionary fiscal policy has no effect on output under floating exchange rates. As shown in Figure 12–24, this is no longer true here. A cut in taxes or an increase in government spending shifts the $IS^*$ curve to the right, from $IS_1^*$ to $IS_2^*$. Since the $LM^*$ curve is upward sloping, the result is an increase in output.

c. A central assumption in this chapter is that the price level is fixed in the short run. That is, we assumed that the short-run aggregate supply curve is horizontal at $P = \bar{P}$, as shown in Figure 12–25.
A supply shock is something that shifts the \( AS \) curve. If the price level \( P \) depends on the exchange rate, then as shown in Figure 12–26, an appreciation of the exchange rate \( e \) causes the price level \( P \) to fall—that is, the aggregate supply curve shifts down from \( AS_1 \) to \( AS_2 \). In other words, it looks exactly like a supply shock, except that the “shock” is endogenous, not exogenous.

7. a. California is a small open economy, and we assume that it can print dollar bills. Its exchange rate, however, is fixed with the rest of the United States: one dollar can be exchanged for one dollar. In the Mundell–Fleming model with fixed exchange rates, California cannot use monetary policy to affect output, because this policy is already used to control the exchange rate. Hence, if California wishes to stimulate employment, it should use fiscal policy.
b. In the short run, the import prohibition shifts the $IS^*$ curve out. This increases demand for Californian goods and puts upward pressure on the exchange rate. To counteract this, the Californian money supply increases, so the $LM^*$ curve shifts out as well. The new short-run equilibrium is at point K in Figures 12–27(A) and (B).

Assuming that we started with the economy producing at its natural rate, the increase in demand for Californian goods tends to raise their prices. This rise in the price level lowers real money balances, shifting the short-run $AS$ curve upward and the $LM^*$ curve inward. Eventually, the Californian economy ends up at point C, with no change in output or the trade balance, but with a higher real exchange rate relative to Washington.
More Problems and Applications to Chapter 12

1. a. Higher taxes shift the IS curve inward. To keep output unchanged, the central bank must increase the money supply, shifting the LM curve to the right. At the new equilibrium (point C in Figure 12–28), the interest rate is lower, the exchange rate has depreciated, and the trade balance has risen.

Figure 12–28

A. The IS–LM Model

B. Net Foreign Investment

C. The Market for Foreign Exchange
b. Restricting the import of foreign cars shifts the $NX(e)$ schedule outward [see panel (C)]. This has no effect on either the $IS$ curve or the $LM$ curve, however, because the $NFI$ schedule is unaffected. Hence, output doesn’t change and there is no need for any change in monetary policy. As shown in Figure 12–29, interest rates and the trade balance don’t change, but the exchange rate appreciates.

**Figure 12–29**

A. The IS–LM Model

B. Net Foreign Investment

C. The Market for Foreign Exchange
2. a. The $NFI$ curve becomes flatter, because a small change in the interest rate now has a larger effect on capital flows.

b. As argued in the text, a flatter $NFI$ curve makes the $IS$ curve flatter, as well.

c. Figure 12–30 shows the effect of a shift in the $LM$ curve for both a steep and a flat $IS$ curve. It is clear that the flatter the $IS$ curve is, the less effect any change in the money supply has on interest rates. Hence, the Fed has less control over the interest rate when investors are more willing to substitute foreign and domestic assets.

d. It is clear from Figure 12–30 that the flatter the $IS$ curve is, the greater effect any change in the money supply has on output. Hence, the Fed has more control over output.

![Figure 12–30](image_url)
3. a. No. It is impossible to raise investment without affecting income or the exchange rate just by using monetary and fiscal policies. Investment can only be increased through a lower interest rate. Regardless of what policy is used to lower the interest rate (e.g., expansionary monetary policy and contractionary fiscal policy), net foreign investment will increase, lowering the exchange rate.

b. Yes. Policymakers can raise investment without affecting income or the exchange rate with a combination of expansionary monetary policy and contractionary fiscal policy, and protection against imports can raise investment without affecting the other variables. Both the monetary expansion and the fiscal contraction would put downward pressure on interest rates and stimulate investment. It is necessary to combine these two policies so that their effects on income exactly offset each other. The lower interest rates will, as in part (a), increase net foreign investment, which would normally put downward pressure on the exchange rate. The protectionist policies, however, shift the net-exports curve out; this puts countervailing upward pressure on the exchange rate and offsets the effect of the fall in interest rates. Figure 12–31 shows this combination of policies.

Figure 12–31
c. Yes. Policymakers can raise investment without affecting income or the exchange rate through a home monetary expansion and fiscal contraction, combined with a lower foreign interest rate either through a foreign monetary expansion or fiscal contraction. The domestic policy lowers the interest rate, stimulating investment. The foreign policy shifts the \( NFI \) curve inward. Even with lower interest rates, the quantity of \( NFI \) would be unchanged and there would be no pressure on the exchange rate. This combination of policies is shown in Figure 12–32.

Figure 12–32

4. a. Figure 12–33 shows the effect of a fiscal contraction on a large open economy with a fixed exchange rate. The fiscal contraction shifts the \( IS \) curve to the left in panel
(A), which puts downward pressure on the interest rate. This tends to increase NFI and cause the exchange rate to depreciate [see panels (B) and (C)]. To avoid this, the central bank intervenes and buys dollars. This keeps the exchange rate from depreciating; it also shifts the LM curve to the left. The new equilibrium, at point C, has an unchanged interest rate and exchange rate, but lower output.

This effect is the same as in a small open economy.

**Figure 12–33**

- **A. The IS-LM Model**
- **B. Net Foreign Investment**
- **C. The Market for Foreign Exchange**
b. A monetary expansion tends to shift the $LM$ curve to the right, lowering the interest rate [panel (A) in Figure 12–34]. This tends to increase $NFI$ and cause the exchange rate to depreciate [see panels (B) and (C)]. To avoid this depreciation, the central bank must buy its currency and sell foreign exchange. This reduces the money supply and shifts the $LM$ curve back to its original position. As in the model of a small open economy, monetary policy is ineffectual under a fixed exchange rate.

**Figure 12–34**

A. The IS-LM Model
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B. Net Foreign Investment
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C. The Market for Foreign Exchange
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CHAPTER 13  Aggregate Supply

Questions for Review

1. In this chapter we looked at three models of the short-run aggregate supply curve. All three models attempt to explain why, in the short run, output might deviate from its long-run "natural rate"—the level of output that is consistent with the full employment of labor and capital. All three models result in an aggregate supply function in which output deviates from its natural rate \( Y \) when the price level deviates from the expected price level:

\[ Y = Y^* + \alpha(P - P^e). \]

The first model is the sticky-wage model. The market failure is in the labor market, since nominal wages do not adjust immediately to changes in labor demand or supply—that is, the labor market does not clear instantaneously. Hence, an unexpected increase in the price level causes a fall in the real wage \( W/P \). The lower real wage induces firms to hire more labor, and this increases the amount of output they produce.

The second model is the imperfect-information model. As in the worker-misperception model, this model assumes that there is imperfect information about prices. Here, though, it is not workers in the labor market who are fooled: it is suppliers of goods who confuse changes in the price level with changes in relative prices. If a producer observes the nominal price of the firm’s good rising, the producer attributes some of the rise to an increase in relative price, even if it is purely a general price increase. As a result, the producer increases production.

The third model is the sticky-price model. The market imperfection in this model is that prices in the goods market do not adjust immediately to changes in demand conditions—the goods market does not clear instantaneously. If the demand for a firm’s goods falls, it responds by reducing output, not prices.

2. In this chapter, we argued that in the short run, the supply of output depends on the natural rate of output and on the difference between the price level and the expected price level. This relationship is expressed in the aggregate-supply equation:

\[ Y = Y^* + \alpha(P - P^e). \]

The Phillips curve is an alternative way to express aggregate supply. It provides a simple way to express the tradeoff between inflation and unemployment implied by the short-run aggregate supply curve. The Phillips curve posits that inflation \( \pi \) depends on the expected inflation rate \( \pi^e \), on cyclical unemployment \( u - u^* \), and on supply shocks \( \epsilon \):

\[ \pi = \pi^e - \beta(u - u^*) + \epsilon. \]

Both equations tell us the same information in a different way: both imply a connection between real economic activity and unexpected changes in prices.

3. Inflation is inertial because of the way people form expectations. It is plausible to assume that people’s expectations of inflation depend on recently observed inflation. These expectations then influence the wages and prices that people set. For example, if prices have been rising quickly, people will expect them to continue to rise quickly. These expectations will be built into the contracts people set, so that actual wages and prices will rise quickly.
4. **Demand-pull inflation** results from high aggregate demand: the increase in demand “pulls” prices and output up. **Cost-push inflation** comes from adverse supply shocks that push up the cost of production—for example, the increases in oil prices in the mid- and late-1970s.

The Phillips curve tells us that inflation depends on expected inflation, the difference between unemployment and its natural rate, and a shock $\epsilon$:

$$\pi = \pi^e - \beta(u - u^*) + \epsilon.$$  

The term “$- \beta(u - u^*)$” is the demand-pull inflation, since if unemployment is below its natural rate ($u < u^*$), inflation rises. The supply shock $\epsilon$ is the cost-push inflation.

5. The Phillips curve relates the inflation rate to the expected inflation rate and to the difference between unemployment and its natural rate. So one way to reduce inflation is to have a recession, raising unemployment above its natural rate. It is possible to bring inflation down without a recession, however, if we can costlessly reduce expected inflation.

According to the rational-expectations approach, people optimally use all of the information available to them in forming their expectations. So to reduce expected inflation, we require, first, that the plan to reduce inflation be announced before people form expectations (e.g., before they form wage agreements and price contracts); and second, that those setting wages and prices believe that the announced plan will be carried out. If both requirements are met, then expected inflation will fall immediately and without cost, and this in turn will bring down actual inflation.

6. One way in which a recession might raise the natural rate of unemployment is by affecting the process of job search, increasing the amount of frictional unemployment. For example, workers who are unemployed lose valuable job skills. This reduces their ability to find jobs after the recession ends because they are less desirable to firms. Also, after a long period of unemployment, individuals may lose some of their desire to work, and hence search less hard.

Second, a recession may affect the process that determines wages, increasing wait unemployment. Wage negotiations may give a greater voice to “insiders,” those who actually have jobs. Those who become unemployed become “outsiders.” If the smaller group of insiders cares more about high real wages and less about high employment, then the recession may permanently push real wages above the equilibrium level and raise the amount of wait unemployment.

This permanent impact of a recession on the natural rate of unemployment is called **hysteresis**.

**Problems and Applications**

1. In the sticky-wage model, we assumed that the wage did not adjust immediately to changes in the labor market. This resulted in an upward-sloping aggregate supply curve with the form

$$Y = \bar{Y} + \alpha(P - P^e).$$

In this problem, we consider the effect of allowing these contracts to be indexed for inflation.

a. In the simple sticky-wage model, the nominal wage $W$ equals the desired real wage $\omega$ times the expected price level $P^e$:

$$W = \omega P^e.$$
Full indexing, however, makes the nominal wage depend on the *actual* price level. That is, the contract specifies the desired real wage $\omega$, and the nominal wage adjusts fully to changes in the price level. As a result,

$$W = \omega P,$$

or

$$W/P = \omega.$$

This means that unexpected price changes do not affect the real wage and, hence, do not affect the amount of labor used or the amount of output produced. The aggregate supply schedule is thus vertical at $Y = \bar{Y}$.

b. If there is partial indexing, then the aggregate supply curve will be steeper than it is without indexing, although it will not be vertical. In the sticky-wage model, an unexpected increase in the price level reduces the real wage $W/P$, since the nominal wage $W$ is unaffected. With partial indexing, the increase in the price level causes an increase in the nominal wage. Since the indexing is only partial, the nominal wage increases by less than the price level does, so the real wage falls. This causes firms to use more labor and increase production. However, the real wage does not fall as much as it does without indexing, so output does not rise as much.

In effect, this is like making the parameter $\alpha$ smaller in the equation for aggregate supply. That is, output fluctuations become less responsive to surprises in the price level.

2. In this question, we examine two special cases of the sticky-price model developed in this chapter. In the sticky-price model, all firms have a desired price $p$ that depends on the overall level of prices $P$ as well as the level of aggregate demand $Y - \bar{Y}$. We wrote this as

$$p = P + a(Y - \bar{Y}).$$

There are two types of firms. A proportion $(1 - s)$ of the firms have flexible prices and set prices using the above equation. The remaining proportion $s$ of the firms have sticky prices—they announce their prices in advance based on the economic conditions that they expect in the future. We assume that these firms expect output to be at its natural rate, so $(Y^e - \bar{Y}) = 0$. Hence, these firms set their prices equal to the expected price level:

$$p = P^e.$$

The overall price level is a weighted average of the prices set by the two types of firms:

$$P = sP^e + (1 - s)[P + a(Y - \bar{Y})].$$

Rearranging:

$$P = P^e + [a(1 - s)/s](Y - \bar{Y}).$$

a. If no firms have flexible prices, then $s = 1$. The above equation tells us that

$$P = P^e.$$

That is, the aggregate price level is fixed at the expected price level: the aggregate supply curve is horizontal in the short run, as assumed in Chapter 9.

b. If desired relative prices do not depend at all on the level of output, then $a = 0$ in the equation for the price level. Once again, we find $P = P^e$: the aggregate supply curve is horizontal in the short run, as assumed in Chapter 9.

3. The economy has the Phillips curve:

$$\pi = \pi_{-1} - 0.5(u - 0.06).$$

a. The natural rate of unemployment is the rate at which the inflation rate does not deviate from the expected inflation rate. Here, the expected inflation rate is just
last period's actual inflation rate. Setting the inflation rate equal to last period's inflation rate, that is, \( \pi = \pi_{-1} \), we find that \( u = 0.06 \). Thus, the natural rate of unemployment is 6 percent.

b. In the short run (that is, in a single period) the expected inflation rate is fixed at the level of inflation in the previous period, \( \pi_{-1} \). Hence, the short-run relationship between inflation and unemployment is just the graph of the Phillips curve: it has a slope of \(-0.5\), and it passes through the point where \( \pi = \pi_{-1} \) and \( u = 0.06 \). This is shown in Figure 13–1. In the long run, expected inflation equals actual inflation, so that \( \pi = \pi_{-1} \), and output and unemployment equal their natural rates. The long-run Phillips curve thus is vertical at an unemployment rate of 6 percent.

c. To reduce inflation, the Phillips curve tells us that unemployment must be above its natural rate of 6 percent for some period of time. We can write the Phillips curve in the form

\[
\pi - \pi_{-1} = 0.5(u - 0.06).
\]

Since we want inflation to fall by 5 percentage points, we want \( \pi - \pi_{-1} = -0.05 \). Plugging this into the left-hand side of the above equation, we find

\[
-0.05 = -0.5(u - 0.06).
\]

We can now solve this for \( u \):

\[
u = 0.16.
\]

Hence, we need 10 percentage point-years of cyclical unemployment above the natural rate of 6 percent.

Okun's law says that a change of 1 percentage point in unemployment translates into a change of 2 percentage points in GDP. Hence, an increase in unemployment of 10 percentage points corresponds to a fall in output of 20 percentage points. The sacrifice ratio is the percentage of a year's GDP that must be forgone to reduce inflation by 1 percentage point. Dividing the 20 percentage-point decrease in GDP by the 5 percentage-point decrease in inflation, we find that the sacrifice ratio is \( 20/5 = 4 \).

d. One scenario is to have very high unemployment for a short period of time. For example, we could have 16 percent unemployment for a single year. Alternatively, we could have a small amount of cyclical unemployment spread out over a long period of time. For example, we could have 8 percent unemployment for 5 years. Both of these plans would bring the inflation rate down from 10 percent to 5 percent, although at different speeds.
4. The cost of reducing inflation comes from the cost of changing people's expectations about inflation. If expectations can be changed costlessly, then reducing inflation is also costless. Algebraically, the Phillips curve tells us that

\[ \pi = \pi^e - \beta(u - u^n). \]

If the government can lower expected inflation \( \pi^e \) to the desired level of inflation, then there is no need for unemployment to rise above its natural rate.

According to the rational-expectations approach, people form expectations about inflation using all of the information that is available to them. This includes information about current policies in effect. If everyone believes that the government is committed to reducing inflation, then expected inflation will immediately fall. In terms of the Phillips curve, \( \pi^e \) falls immediately with little or no cost to the economy. That is, the sacrifice ratio will be very small.

On the other hand, if people do not believe that the government will carry out its intentions, then \( \pi^e \) remains high. Expectations will not adjust because people are skeptical that the government will follow through on its plans.

Thus, according to the rational-expectations approach, the cost of reducing inflation depends on how resolute and credible the government is. An important issue is how the government can make its commitment to reducing inflation more credible. One possibility, for example, is to appoint people who have a reputation as inflation fighters. A second possibility is to have Congress pass a law requiring the Federal Reserve to lower inflation. Of course, people might expect the Fed to ignore this law, or expect Congress to change the law later. A third possibility is to pass a constitutional amendment limiting monetary growth. People might rationally believe that a constitutional amendment is relatively difficult to change.

5. In this question we consider several implications of rational expectations—the assumption that people optimally use all of the information available to them in forming their expectations—for the models of sticky wages and sticky prices that we considered in this chapter. Both of these models imply an aggregate supply curve in which output varies from its natural rate only if the price level varies from its expected level:

\[ Y = \bar{Y} + \alpha(P - P^e). \]

This aggregate supply curve means that monetary policy can affect real GDP only by affecting \( P - P^e \)—that is, causing an unexpected change in the price level.

a. Only unanticipated changes in the money supply can affect real GDP. Since people take into account all of the information available to them, they already take into account the effects of anticipated changes in money when they form their expectations of the price level \( P^e \). For example, if people expect the money supply to increase by 10 percent and it actually does increase by 10 percent, then there is no effect on output since there is no price surprise—\( (P - P^e) = 0 \). On the other hand, suppose the Fed increases the money supply more than expected, so that prices increase by 15 percent when people expect them to increase by only 10 percent. Since \( P > P^e \), output rises. But it is only the unanticipated part of money growth that increases output.

b. The Fed often tries to stabilize the economy by offsetting shocks to output and unemployment. For example, it might increase the money supply during recessions in an attempt to stimulate the economy, and it might reduce the money supply during booms in an attempt to slow it down. The Fed can only do this by surprising people about the price level: during a recession, they want prices to be higher than expected, and during booms, they want prices to be lower than expected. If people have rational expectations, however, they will expect the Fed to respond this way. So if the economy is in a boom, people expect the Fed to reduce the money supply; in a recession, people expect the Fed to increase the money supply. In either case, it is impossible for the Fed to cause \( P - P^e \) to vary systematically from zero. Since people take into account the systematic, anticipated
movements in money, the effect on output of systematic, active policy is exactly the same as a policy of keeping the money supply constant.

c. If the Fed sets the money supply after people set wages and prices, then the Fed can use monetary policy systematically to stabilize output. The assumption of rational expectations means that people use all of the information available to them in forming expectations about the price level. This includes information about the state of the economy and information about how the Fed will respond to this state. This does not mean that people know what the state of the economy will be, nor do they know exactly how the Fed will act: they simply make their best guess.

As time passes, the Fed learns information about the economy that was unknown to those setting wages and prices. At this point, since contracts have already set these wages and prices, people are stuck with their expectations $P^\tau$. The Fed can then use monetary policy to affect the actual price level $P$, and hence can affect output systematically.

6. In this model, the natural rate of unemployment is an average of the unemployment rates in the past two years. Hence, if a recession raises the unemployment rate in some year, then the natural rate of unemployment rises as well. This means that the model exhibits hysteresis: short-term cyclical unemployment affects the long-term natural rate of unemployment.

a. The natural rate of unemployment might depend on recent unemployment for at least two reasons, suggested by theories of hysteresis. First, recent unemployment rates might affect the level of frictional unemployment. Unemployed workers lose job skills and find it harder to get jobs; also, unemployed workers might lose some of their desire to work, and hence search less hard for a job. Second, recent unemployment rates might affect the level of wait unemployment. If labor negotiations give a greater voice to “insiders” than “outsiders,” then the insiders might push for high wages at the expense of jobs. This will be especially true in industries in which negotiations take place between firms and unions.

b. If the Fed seeks to reduce inflation permanently by 1 percentage point, then the Phillips curve tells us that in the first period we require
\[ \pi_1 - \pi_0 = -1 = -0.5(u_1 - \bar{u}_1), \]
or
\[ (u_1 - \bar{u}_1) = 2. \]

That is, we require an unemployment rate 2 percentage points above the original natural rate $\bar{u}_1$. Next period, however, the natural rate will rise as a result of the cyclical unemployment. The new natural rate $\bar{u}_2$ will be
\[
\begin{align*}
\bar{u}_2 &= 0.5[u_1 + u_0] \\
&= 0.5[(\bar{u}_1 + 2) + \bar{u}_1] \\
&= \bar{u}_1 + 1.
\end{align*}
\]

Hence, the natural rate of unemployment rises by 1 percentage point. If the Fed wants to keep inflation at its new level, then unemployment in period 2 must equal the new natural rate $\bar{u}_2$. Hence,
\[ u_2 = \bar{u}_2 + 1. \]

In every subsequent period, it remains true that the unemployment rate must equal the natural rate. This natural rate never returns to its original level: we can show this by deriving the sequence of unemployment rates:
\[
\begin{align*}
u_3 &= (1/2)u_2 + (1/2)u_1 = u_2 + 1 - 1/2 \\
u_4 &= (1/2)u_3 + (1/2)u_2 = u_3 + 1 - 1/4 \\
u_5 &= (1/2)u_4 + (1/2)u_3 = u_4 + 1 - 3/8.
\end{align*}
\]
Unemployment always remains above its original natural rate. In fact, we can show that it is always at least 1 percent above its original natural rate. Thus, to reduce inflation by 1 percentage point, unemployment rises above its original level by 2 percentage points in the first year, and by 1 or more percentage points in every year after that.

c. Because unemployment is always higher than it started, output is always lower than it would have been. Hence, the sacrifice ratio is infinite.

d. Without hysteresis, we found that there was a short-run tradeoff but no long-run tradeoff between inflation and unemployment. With hysteresis, we find that there is a long-run tradeoff between inflation and unemployment: to reduce inflation, unemployment must rise permanently.

7. a. The natural rate of output is determined by the production function, $\bar{Y} = F(K, L)$. If a tax cut raises work effort, it increases $L$ and, thus, increases the natural rate of output.

b. The tax cut shifts the aggregate demand curve outward for the normal reason that disposable income and, hence, consumption rise. It shifts the long-run aggregate supply curve outward because the natural rate of output rises.

The effect of the tax cut on the short-run aggregate supply (SRAS) curve depends on which model you use. The labor supply curve shifts outward because workers are willing to supply more labor at any given real wage while the labor demand curve is unchanged. In the sticky-wage or sticky-price models the quantity of labor is demand-determined, so the SRAS curve does not move. By contrast, the imperfect-information model assumes that the labor market is always in equilibrium, so the greater supply of labor leads to higher employment immediately: the SRAS shifts out.

c. If you are using the sticky-wage or sticky-price model, the short-run analysis is the same as the conventional model without the labor-supply effect. That is, output and prices both rise because aggregate demand rises while short-run aggregate supply is unchanged. If you use the imperfect-information model, short-run aggregate supply shifts outward, so that the tax cut is more expansionary and less inflationary than the conventional model. Figure 13–2 shows the effects in both models. Point A is the original equilibrium, point SW is the new equilibrium in the sticky-wage model, and point II is the new equilibrium in the imperfect-information model.
d. In contrast to the normal model, the tax cut raises long-run output by increasing the supply of labor. The policy’s long-run effect on price is indeterminate, depending, in part on whether \( SRAS \) does, in fact, shift out. The change in the long-run equilibrium is shown in Figure 13–3.

Figure 13–3

8. In this quote, Alan Blinder argues that in low-inflation countries like the United States, the benefits of disinflation are small whereas the costs are large. That is, menu costs, shoeleather costs, and tax distortions simply do not add up to much, so eliminating inflation offers only small benefits. By contrast, the costs in terms of unemployment and lost output that are associated with lowering inflation are easily quantifiable and very large.

The basic policy implication of these beliefs about the relative benefits and costs of disinflation is that policymakers should not tighten policy in order to lower inflation rates that are already relatively low. The statement leaves two other issues ambiguous. First, should policymakers concern themselves with rising inflation? Second, should policymakers concern themselves with making inflation more predictable around the level it has inherited? Blinder may feel that these issues should have little weight relative to output stabilization.

9. From the BLS web site (www.bls.gov), there are various ways to get the CPI data. The approach I took (in February 2002) was to follow the links to the Consumer Price Index, then I followed the links to the most recent (current) economic news release. This led me to a table of contents, and I followed the first link to Consumer Price Index Summary (the direct web address for that link was http://www.bls.gov/news.release/cpi.nr0.htm). Midway through that release was a table showing the “percentage change [for the] 12 months ending in December” for recent years. For the years 1996–2001, the table shows:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall CPI</td>
<td>3.3</td>
<td>1.7</td>
<td>1.6</td>
<td>2.7</td>
<td>3.4</td>
<td>1.6</td>
</tr>
<tr>
<td>CPI excluding food and energy</td>
<td>2.6</td>
<td>2.2</td>
<td>2.4</td>
<td>1.9</td>
<td>2.6</td>
<td>2.7</td>
</tr>
</tbody>
</table>

The overall CPI was clearly more volatile than the CPI excluding food and energy. For example, the overall CPI rose sharply from 1998 to 1999, and fell sharply from 2000 to 2001 (patterns that were not evident in the CPI excluding food and energy). The difference reflects shocks to the price of food and energy-especially energy prices, which are highly variable.
When energy prices, say, go down, the total CPI will rise less than the CPI excluding food and energy. This represents a supply shock, which shifts the aggregate supply curve and Phillips curve downward. In 1997 and 1998, for example, when the overall CPI rose less than the CPI excluding food and energy, we would expect that the decline in inflation did not necessarily require unemployment to rise above its natural rate. Indeed, unemployment was falling over that period.

**More Problems and Applications to Chapter 13**

1. a. The classical large open economy model (from the Appendix to Chapter 5) is similar to special case 2 in the text, except that it allows the interest rate to deviate from the world interest rate. That is, this is the special case where $\bar{P}=P$, $L(i,Y)=(1/V)Y$, and $CF=CF(r-r^*)$, with a non-infinitely elastic international capital flow. Because capital flows do not respond overwhelmingly to any differences between the domestic and world interest rates, these rates can, in fact, vary in this case.

b. The Keynesian cross model of Chapter 10 is the special case where (i) the economy is closed, so that $CF(r-r^*)=0$; (ii) $I(r)=I$, so that investment is given exogenously; and (iii) $\alpha$ is infinite, so that the short-run aggregate-supply curve is horizontal. In this special case, output depends solely on the demand for goods and services.

c. The IS-LM model for the large open economy (from the appendix to Chapter 12) is the special case where $\alpha$ is infinite and $CF=CF(r-r^*)$ is not infinitely elastic. In this case, the short-run aggregate supply curve is horizontal, and capital flows do not respond too much to differences between the domestic and world interest rates.
Questions for Review

1. The inside lag is the time it takes for policymakers to recognize that a shock has hit the economy and to put the appropriate policies into effect. Once a policy is in place, the outside lag is the amount of time it takes for the policy action to influence the economy. This lag arises because it takes time for spending, income, and employment to respond to the change in policy.

   Fiscal policy has a long inside lag—for example, it can take years from the time a tax change is proposed until it becomes law. Monetary policy has a relatively short inside lag. Once the Fed decides a policy change is needed, it can make the change in days or weeks.

   Monetary policy, however, has a long outside lag. An increase in the money supply affects the economy by lowering interest rates, which, in turn, increases investment. But many firms make investment plans far in advance. Thus, from the time the Fed acts, it takes about six months before the effects show up in real GDP.

2. Both monetary and fiscal policy work with long lags. As a result, in deciding whether policy should expand or contract aggregate demand, we must predict what the state of the economy will be six months to a year in the future.

   One way economists try to forecast developments in the economy is with the index of leading indicators. It comprises 11 data series that often fluctuate in advance of the economy, such as stock prices, the number of building permits issued, the value of orders for new plants and equipment, and the money supply.

   A second way forecasters look ahead is with models of the economy. These large-scale computer models have many equations, each representing a part of the economy. Once we make assumptions about the path of the exogenous variables—taxes, government spending, the money supply, the price of oil, and so forth—the models yield predictions about the paths of unemployment, inflation, output, and other endogenous variables.

3. The way people respond to economic policies depends on their expectations about the future. These expectations depend on many things, including the economic policies that the government pursues. The Lucas critique of economic policy argues that traditional methods of policy evaluation do not adequately take account of the way policy affects expectations.

   For example, the sacrifice ratio—the number of percentage points of GDP that must be forgone to reduce inflation by 1 percentage point—depends on individuals’ expectations of inflation. We cannot simply assume that these expectations will remain constant, or will adjust only slowly, no matter what policies the government pursues; instead, these expectations will depend on what the Fed does.

4. A person’s view of macroeconomic history affects his or her view of whether macroeconomic policy should play an active role or a passive role. If one believes that the economy has experienced many large shocks to aggregate supply and aggregate demand, and if policy has successfully insulated the economy from these shocks, then the case for active policy is clear. Conversely, if one believes that the economy has experienced few large shocks, and if the fluctuations we observe can be traced to inept economic policy, then the case for passive policy is clear.
5. The problem of time inconsistency arises because expectations of future policies affect how people act today. As a result, policymakers may want to announce today the policy they intend to follow in the future, in order to influence the expectations held by private decisionmakers. Once these private decisionmakers have acted on their expectations, the policymakers may be tempted to renege on their announcement.

For example, your professor has an incentive to announce that there will be a final exam in your course, so that you study and learn the material. On the morning of the exam, when you have already studied and learned all the material, the professor might be tempted to cancel the exam so that he or she does not have to grade it.

Similarly, the government has an incentive to announce that it will not negotiate with terrorists. If terrorists believe that they have nothing to gain by kidnapping hostages, then they will not do so. However, once hostages are kidnapped, the government faces a strong temptation to negotiate and make concessions.

In monetary policy, suppose the Fed announces a policy of low inflation, and everyone believes the announcement. The Fed then has an incentive to raise inflation, because it faces a favorable tradeoff between inflation and unemployment.

The problem with situations in which time inconsistency arises is that people are led to distrust policy announcements. Then students do not study for their exams, terrorists kidnap hostages, and the Fed faces an unfavorable tradeoff. In these situations, a rule that commits the policymaker to a particular policy can sometimes help the policymaker achieve his or her goals—students study, terrorists do not take hostages, and inflation remains low.

6. One policy rule that the Fed might follow is to allow the money supply to grow at a constant rate. Monetarist economists believe that most large fluctuations in the economy result from fluctuations in the money supply; hence, a rule of steady money growth would prevent these large fluctuations.

A second policy rule is a nominal GDP target. Under this rule, the Fed would announce a planned path for nominal GDP. If nominal GDP were below this target, for example, the Fed would increase money growth to stimulate aggregate demand. An advantage of this policy rule is that it would allow monetary policy to adjust to changes in the velocity of money.

A third policy rule is a target for the price level. The Fed would announce a planned path for the price level and adjust the money supply when the actual price level deviated from its target. This rule makes sense if one believes that price stability is the primary goal of monetary policy.

7. There are at least three objections to a balanced-budget rule for fiscal policy, that is, a rule preventing the government from spending more than it receives in tax revenue.

First, budget deficits or surpluses can help to stabilize the economy. In a recession, for example, taxes automatically fall and transfers automatically rise. These tend both to stabilize the economy and to raise the budget into deficit.

Second, budget deficits or surpluses allow the government to smooth tax rates across years, allowing the government to avoid large swings in tax rates from one year to the next. To keep tax rates smooth, the government should run deficits when income is unusually low, as in a recession, or when expenditures are unusually high, as in wartime.

Third, budget deficits can be used to shift a tax burden from current to future generations. If the current generation fights a war to maintain freedom, future generations benefit. By running deficits to pay for the war, future generations then help pay for the war.
Problems and Applications

1. Suppose the economy has a Phillips curve

\[ u = u^n - \alpha(\pi - \pi^e). \]

As usual, this implies that if inflation is lower than expected, then unemployment rises above its natural rate, and there is a recession. Similarly, if inflation is higher than expected, then unemployment falls below its natural rate, and there is a boom. Also, suppose that the Democratic party always follows a policy of high money growth and high inflation (call it \( \pi^D \)), whereas the Republican party always follows a policy of low money growth and low inflation (call it \( \pi^R \)).

a. The pattern of the political business cycle we observe depends on the inflation rate people expect at the beginning of each term. If expectations are perfectly rational and contracts can be adjusted immediately when a new party comes into power, then there will be no political business cycle pattern to unemployment. For example, if the Democrats win the coin flip, people immediately expect high inflation. Because \( \pi = \pi^D = \pi^e \), the Democrats’ monetary policy will have no effect on the real economy. We do observe a political business cycle pattern to inflation, in which Democrats have high inflation and Republicans have low inflation.

Now suppose that contracts are long enough that nominal wages and prices cannot be adjusted immediately. Before the result of the coin flip is known, there is a 50-percent chance that inflation will be high and a 50-percent chance that inflation will be low. Thus, at the beginning of each term, if people’s expectations are rational, they expect an inflation rate of

\[ \pi^e = 0.5\pi^D + 0.5\pi^R. \]

If Democrats win the coin toss, then \( \pi > \pi^e \) initially, and unemployment falls below its natural rate. Hence, there is a boom at the beginning of Democratic terms. Over time, inflation rises to \( \pi^D \), and unemployment returns to its natural rate.

If Republicans win, then inflation is lower than expected, and unemployment rises above its natural rate. Hence, there is a recession at the beginning of Republican terms. Over time, inflation falls to \( \pi^R \), and unemployment returns to its natural rate.

b. If the two parties take turns, then there will be no political business cycle to unemployment, since everyone knows which party will be in office, so everyone knows whether inflation will be high or low. Even long-lasting contracts will take the actual inflation rate into account, since all future inflation rates are known with certainty. Inflation will alternate between a high level and a low level, depending on which party is in power.

2. There is a time-inconsistency problem with an announcement that new buildings will be exempt from rent-control laws. Before new housing is built, a city has an incentive to promise this exemption: landlords then expect to receive high rents from the new housing they provide. Once the new housing has been built, however, a city has an incentive to renege on its promise not to extend rent control. That way, many tenants gain while a few landlords lose. The problem is that builders might expect the city to renege on its promise; as a result, they may not build new buildings.

3. The Federal Reserve web site (www.federalreserve.gov) has many items that are relevant to a macroeconomics course. For example, following the links to “Monetary Policy” (http://www.federalreserve.gov/policy.htm) take you to material from the Federal Open Market Committee meetings and to testimony given by the Federal Reserve Chairman twice a year to Congress. Other links take you to speeches or testimony by the Chairman or members of the Board of Governors of the Federal Reserve System. Note that the web site also contains many items that are not related to macroeconomics. (For example, if you check the “Press Release” link on the web site, you are likely to find many items that concern regulatory matters, since the Federal Reserve plays an important role in regulating the banking system.)
More Problems and Applications to Chapter 14

1. a. In the model so far, nothing happens to the inflation rate when the natural rate of unemployment changes.

b. The new loss function is

\[ L(u, \pi) = u^2 + \gamma \pi^2. \]

The first step is to solve for the Fed’s choice of inflation, for any given inflationary expectations. Substituting the Phillips curve into the loss function, we find:

\[ L(u, \pi) = [u^n - \alpha(\pi - \pi^e)]^2 + \gamma \pi^2. \]

We now differentiate with respect to inflation \( \pi \), and set this first-order condition equal to zero:

\[ \frac{dL}{d\pi} = 2\alpha^2(\pi - \pi^e) - 2\alpha u^n + 2 \gamma \pi = 0 \]

or,

\[ \pi = (\alpha^2 \pi^n + \alpha u^n)/(\alpha^2 + \gamma). \]

Of course, rational agents understand that the Fed will choose this level of inflation. Expected inflation equals actual inflation, so the above equation simplifies to:

\[ \pi = \alpha u^n/\gamma. \]

c. When the natural rate of unemployment rises, the inflation rate also rises. Why? The Fed’s dislike for a marginal increase in unemployment now rises as unemployment rises. Hence, private agents know that the Fed has a greater incentive to inflate when the natural rate is higher. Hence, the equilibrium inflation rate also rises.

d. Appointing a conservative central banker means that \( \gamma \) rises. Hence, the equilibrium inflation rate falls. What happens to unemployment depends on how quickly inflationary expectations adjust. If they adjust immediately, then there is no change in unemployment, which remains at the natural rate. If expectations adjust slowly, however, then, from the Phillips curve, the fall in inflation causes unemployment to rise above the natural rate.
Questions for Review

1. What is unusual about U.S. fiscal policy since 1980 is that government debt increased sharply during a period of peace and prosperity. Over the course of U.S. history, the indebtedness of the federal government relative to GDP has varied substantially. Historically, the debt–GDP ratio generally increases sharply during major wars and falls slowly during peacetime. The 1980s and 1990s are the only instance in U.S. history of a large increase in the debt–GDP ratio during peacetime.

2. Many economists project increasing budget deficits and government debt over the next several decades because of changes in the age profile of the population. Life expectancy has steadily increased, and birth rates have fallen. As a result, the elderly are becoming a larger share of the population. As more people become eligible for “entitlements” of Social Security and Medicare, government spending will rise automatically over time. Without changes in tax and expenditure policies, government debt will also rise sharply.

3. Standard measures of the budget deficit are imperfect measures of fiscal policy for at least four reasons. First, they do not correct for the effects of inflation. The measured deficit should equal the change in the government’s real debt, not the change in the nominal debt. Second, such measures do not offset changes in government liabilities with changes in government assets. To measure the government’s overall indebtedness, we should subtract government assets from government debt. Hence, the budget deficit should be measured as the change in debt minus the change in assets. Third, standard measures omit some liabilities altogether, such as the pensions of government workers and accumulated future Social Security benefits. Fourth, they do not correct for the effects of the business cycle.

4. Public saving is the difference between taxes and government purchases, so a debt-financed tax cut reduces public saving by the full amount that taxes fall. The tax cut also increases disposable income. According to the traditional view, since the marginal propensity to consume is between zero and one, both consumption and private saving increase. Because consumption rises, private saving increases by less than the amount of the tax cut. National saving is the sum of public and private saving; because public saving falls by more than private saving increases, national saving falls.

5. According to the Ricardian view, a debt-financed tax cut does not stimulate consumption because it does not raise permanent income—forward-looking consumers understand that government borrowing today means higher taxes in the future. Because the tax cut does not change consumption, households save the extra disposable income to pay for the future tax liability that the tax cut implies: private saving increases by the full amount of the tax cut. This increase in private saving exactly offsets the decrease in public saving associated with the tax cut. Therefore, the tax cut has no effect on national saving.

6. Which view of government debt you hold depends on how you think consumers behave. If you hold the traditional view, then you believe that a debt-financed tax cut stimulates consumer spending and lowers national saving. You might believe this for several reasons. First, consumers may be shortsighted or irrational, so that they think their permanent income has increased even though it has not. Second, consumers may face binding borrowing constraints, so that they are only able to consume their current income. Third, consumers may expect that the implied tax liability will fall on future
generations, and these consumers may not care enough about their children to leave them a bequest to offset this tax liability.

If you hold the Ricardian view, then you believe that the preceding objections are not important. In particular, you believe that consumers have the foresight to see that government borrowing today implies future taxes to be levied on them or their descendants. Hence, a debt-financed tax cut gives consumers transitory income that eventually will be taken back. As a result, consumers will save the extra income they receive in order to offset that future tax liability.

7. The level of government debt might affect the government’s incentives regarding money creation because the government debt is specified in nominal terms. A higher price level reduces the real value of the government’s debt. Hence, a high level of debt might encourage the government to print money in order to raise the price level and reduce the real value of its debt.

Problems and Applications

1. The budget deficit is defined as government purchases minus government revenues. Selling the Liberty Bell to Taco Bell would raise revenue for the U.S. government and, hence, reduce the deficit. A smaller budget deficit would lead the government to borrow less, and as a result the measured national debt would fall.

If the United States adopted capital budgeting, the net national debt would be defined as the assets of the government (its schools, armies, parks, and so forth) minus the liabilities of the government (principally outstanding public debt). By selling the Liberty Bell the government would be reducing its assets by the value of the Liberty Bell and reducing its liabilities by its purchase price. Assuming Taco Bell paid a fair price, these reductions would be the same amount and the net national debt would be unchanged.

Before you worry too much about the Taco Liberty Bell, you might want to notice that this ad appeared on April Fools Day.

2. Here is one possible letter:

Dear Senator:

In my previous letter, I assumed that a tax cut financed by government borrowing would stimulate consumer spending. Many economists make this assumption because it seems sensible that if people had more current income, then they would consume more. As a result of this increase in consumption, national saving would fall.

Ricardian economists argue that the seemingly sensible assumption that I made is incorrect. Although a debt-financed tax cut would increase current disposable income, it would also imply that at some point in the future, the government must raise taxes to pay off the debt and accumulated interest. As a result, the tax cut would merely give consumers a transitory increase in income that would eventually be taken back. If consumers understand this, then they would know that their permanent, or lifetime, resources had not changed. Hence, the tax cut would have no effect on consumption, and households would save all of their extra disposable income to pay for the future tax liability. Because there would be no effect on consumption, there would also be no effect on national saving.

If national saving did not change, then as pointed out by the prominent economist you heard from yesterday, the budget deficit would not have the effects I listed. In particular, output, employment, foreign debt, and interest rates would be unaffected in both the short run and the long run. The tax cut would have no effect on economic well-being.

There are several reasons the Ricardian argument may fail. First, consumers might not be rational and forward-looking: they may not fully comprehend that the current tax cut means a future tax increase. Second, some people may face constraints on
their borrowing: in essence, the tax cut would give these taxpayers a loan that they are unable to obtain now. Third, consumers may expect the implied future taxes to fall not on them, but on future generations whose consumption they do not care about.

Your committee must decide how you think consumers would behave in response to this debt-financed tax cut. In particular, would they consume more, or not?

Your faithful servant,
CBO Economist.

3. a. We will assume that the life-cycle model of Chapter 15 holds and that people want to keep consumption as smooth as possible. This implies that the effect on consumption of a temporary change in income will be spread out over a person’s entire remaining life. We will also assume for simplicity that the interest rate is zero.

Consider a simple example. Let $T$ be the amount of the one-time, temporary tax levied on the young, and let $B$ be the amount of the one-time benefit paid to the old, where $B = T$. If a typical elderly person has 10 years left to live, then the temporary benefit increases the present consumption of the elderly by $B/10$. If a typical worker has 30 years left to live, then the increase in taxes decreases their present consumption by $T/30$. Aggregate consumption changes by an amount

$$\Delta C = B/10 - T/30 = B/15.$$ 

The transfer of wealth to the elderly causes a net increase in consumption and, therefore, a decrease in saving. This happens because the elderly increase consumption by more than the workers decrease it, because the elderly have fewer years left to live and thus have a higher marginal propensity to consume.

b. The answer to part (a) does depend on whether generations are altruistically linked. If generations are altruistically linked, then the elderly may not feel any better off because of the Social Security benefit, since the tax and benefit increase has no effect on a typical family’s permanent income; it simply transfers resources from one generation of the family to another. If the elderly do not want to take advantage of this opportunity to consume at their children’s expense, they may try to offset the effect of the tax increase on the young by giving them a gift or leaving a bequest. To the extent that this takes place, it mitigates the impact of the tax change on consumption and saving.

4. If generations are altruistically linked, generational accounting is not useful. Generational accounting looks at the lifetime income of different generations. If these generations are altruistically linked, however, what matters is the lifetime income of the entire family line, not the lifetime income of any particular generation. For example, an increase in the lifetime taxes of the young can be offset by an increase in bequests by the old.

If many consumers face binding borrowing constraints, then generational accounting can be useful, but it is incomplete. For example, consider the following two policies that help the young. First, cut current taxes, but keep future Social Security benefits unchanged. Second, keep current taxes unchanged, but raise future Social Security benefits. These two policies may be equivalent from the point of view of generational accounting, which looks at the combined effect of the policies on the generation. If the young face binding borrowing constraints, however, then the two policies are quite different. In particular, the first policy helps the young more than the second policy does.

5. A rule requiring a cyclically adjusted balanced budget has the potential to overcome, at least partially, the first two objections to a balanced-budget rule that were raised in this chapter. First, this rule allows the government to run countercyclical fiscal policy in order to stabilize the economy. That is, the government can run deficits during recessions, when taxes automatically fall and expenditures automatically rise. These automatic stabilizers affect the deficit but not the cyclically adjusted deficit. Second, this rule allows the government to smooth tax rates across years when
income is especially low or high—it is not necessary to raise tax rates in recessions or to cut them in booms.

On the other hand, this rule only partially overcomes these two objections, since the government can only run a deficit of a certain size, which might not be big enough. Also, a cyclically adjusted balanced budget does not allow the government to smooth tax rates across years when expenditure is especially high or low, as in times of war or peace. (We might take account of this by allowing an exemption from the balanced budget rule in special circumstances such as war.) This rule does not allow the government to overcome the third objection raised in the chapter, since the government cannot shift the burden of expenditure from one generation to another when this is warranted.

Finally, a serious problem with a rule requiring a balanced cyclically adjusted budget is that we do not directly observe this budget. That is, we need to estimate how far we are from full employment; then we need to estimate how expenditures and taxes would differ if we were at this full-employment level. None of these estimates can be made precisely.

6. The Congressional Budget Office (www.cbo.gov) regularly provides budget forecasts. For example, on February 10, 2002, the web site had prominent links to “The Budget and Economic Outlook” as well as related studies. Based on the testimony of the Director of the CBO (from a link off the CBO home page, which took me to http://www.cbo.gov/showdoc.cfm?index=3275&sequence=0&from=7), the debt held by the public is projected to decline from 32.7 percent of GDP in 2001 to 7.4 percent by the end of 2012.

Several assumptions are notable. First, the CBO assumes that so-called discretionary government spending (items such as defense, administration, and the like, amounting to about 1/3 of federal spending) will grow at only the rate of inflation. Since the overall economy generally grows faster than inflation, this implies that the CBO builds in a steady decline in federal spending relative to GDP. Second, the CBO assumes that the taxes in the future will be whatever legislation currently says they will be (i.e., the CBO does not take a stand on what changes legislators might pass in the future). Third, the CBO makes an educated guess about future output growth, now projected at 3.2 percent over the next decade.

The CBO Director justifies these assumptions by noting that “CBO’s baseline projections are intended to serve as a neutral benchmark against which to measure the effects of possible changes in tax and spending policies. They are designed to project federal revenues and spending under the assumption that current laws and policies remain unchanged. Thus, these projections will almost certainly differ from actual budget totals: the economy may not follow the path that CBO projects, and lawmakers are likely to alter the nation’s tax and spending policies.”

It is probably reasonable to assume that policymakers will increase real spending on discretionary programs as the economy itself grows over time. They may also change taxes, although the direction is harder to predict. If the United States experiences a productivity slowdown, this will reduce output growth and hence growth in tax revenue; future government debt will be larger than currently projected.
Questions for Review

1. First, Keynes conjectured that the marginal propensity to consume—the amount consumed out of an additional dollar of income—is between zero and one. This means that if an individual's income increases by a dollar, both consumption and saving increase. Second, Keynes conjectured that the ratio of consumption to income—called the \textit{average propensity to consume}—falls as income rises. This implies that the rich save a higher proportion of their income than do the poor. Third, Keynes conjectured that income is the primary determinant of consumption. In particular, he believed that the interest rate does not have an important effect on consumption.

A consumption function that satisfies these three conjectures is

\[ C = \bar{C} + cy. \]

\( \bar{C} \) is a constant level of “autonomous consumption,” and \( y \) is disposable income; \( c \) is the marginal propensity to consume, and is between zero and one.

2. The evidence that was consistent with Keynes's conjectures came from studies of household data and short time-series. There were two observations from household data. First, households with higher income consumed more and saved more, implying that the marginal propensity to consume is between zero and one. Second, higher-income households saved a larger fraction of their income than lower-income households, implying that the average propensity to consume falls with income.

There were three additional observations from short time-series. First, in years when aggregate income was low, both consumption and saving were low, implying that the marginal propensity to consume is between zero and one. Second, in years with low income, the ratio of consumption to income was high, implying that the average propensity to consume falls as income rises. Third, the correlation between income and consumption seemed so strong that no variables other than income seemed important in explaining consumption.

The first piece of evidence against Keynes's three conjectures came from the failure of “secular stagnation” to occur after World War II. Based on the Keynesian consumption function, some economists expected that as income increased over time, the saving rate would also increase; they feared that there might not be enough profitable investment projects to absorb this saving, and the economy might enter a long depression of indefinite duration. This did not happen.

The second piece of evidence against Keynes's conjectures came from studies of long time-series of consumption and income. Simon Kuznets found that the ratio of consumption to income was stable from decade to decade; that is, the average propensity to consume did not seem to be falling over time as income increased.

3. Both the life-cycle and permanent-income hypotheses emphasize that an individual's time horizon is longer than a single year. Thus, consumption is not simply a function of current income.

The life-cycle hypothesis stresses that income varies over a person's life; saving allows consumers to move income from those times in life when income is high to those times when it is low. The life-cycle hypothesis predicts that consumption should depend on both wealth and income, since these determine a person's lifetime resources. Hence, we expect the consumption function to look like

\[ C = \alpha W + \beta Y. \]
In the short run, with wealth fixed, we get a “conventional” Keynesian consumption function. In the long run, wealth increases, so the short-run consumption function shifts upward, as shown in Figure 16–1.

The permanent-income hypothesis also implies that people try to smooth consumption, though its emphasis is slightly different. Rather than focusing on the pattern of income over a lifetime, the permanent-income hypothesis emphasizes that people experience random and temporary changes in their income from year to year. The permanent-income hypothesis views current income as the sum of permanent income $Y^p$ and transitory income $Y^t$. Milton Friedman hypothesized that consumption should depend primarily on permanent income:

$$C = \alpha Y^p.$$  

The permanent-income hypothesis explains the consumption puzzle by suggesting that the standard Keynesian consumption function uses the wrong variable for income. For example, if a household has high transitory income, it will not have higher consumption; hence, if much of the variability in income is transitory, a researcher would find that high-income households had, on average, a lower average propensity to consume. This is also true in short time-series if much of the year-to-year variation in income is transitory. In long time-series, however, variations in income are largely permanent; therefore, consumers do not save any increases in income, but consume them instead.
4. Fisher’s model of consumption looks at how a consumer who lives two periods will make consumption choices in order to be as well off as possible. Figure 16–2(A) shows the effect of an increase in second-period income if the consumer does not face a binding borrowing constraint. The budget constraint shifts outward, and the consumer increases consumption in both the first and the second period.

Figure 16–2(A)

![Figure 16–2A](image)

Figure 16–2(B) shows what happens if there is a binding borrowing constraint. The consumer would like to borrow to increase first-period consumption but cannot. If income increases in the second period, the consumer is unable to increase first-period consumption. Therefore, the consumer continues to consume his or her entire income in each period. That is, for those consumers who would like to borrow but cannot, consumption depends only on current income.

Figure 16–2B

![Figure 16–2B](image)
5. The permanent-income hypothesis implies that consumers try to smooth consumption over time, so that current consumption is based on current expectations about lifetime income. It follows that changes in consumption reflect “surprises” about lifetime income. If consumers have rational expectations, then these surprises are unpredictable. Hence, consumption changes are also unpredictable.

6. Section 16.6 included several examples of time-inconsistent behavior, in which consumers alter their decisions simply because time passes. For example, a person may legitimately want to lose weight, but decide to eat a large dinner today and eat a small dinner tomorrow and thereafter. But the next day, they may once again make the same choice—eating a large dinner that day while promising to eat less on following days.

**Problems and Applications**

1. Figure 16–3 shows the effect of an increase in the interest rate on a consumer who borrows in the first period. The increase in the real interest rate causes the budget line to rotate around the point \((Y_1, Y_2)\), becoming steeper.

We can break the effect on consumption from this change into an income and substitution effect. The income effect is the change in consumption that results from the movement to a different indifference curve. Because the consumer is a borrower, the increase in the interest rate makes the consumer worse off—that is, he or she cannot achieve as high an indifference curve. If consumption in each period is a normal good, this tends to reduce both \(C_1\) and \(C_2\).

The substitution effect is the change in consumption that results from the change in the relative price of consumption in the two periods. The increase in the interest rate makes second-period consumption relatively less expensive; this tends to make the consumer choose more consumption in the second period and less consumption in the first period.

On net, we find that for a borrower, first-period consumption falls unambiguously when the real interest rate rises, since both the income and substitution effects push in the same direction. Second-period consumption might rise or fall, depending on which
effect is stronger. In Figure 16–3, we show the case in which the substitution effect is stronger than the income effect, so that $C_2$ increases.

2. a. We can use Jill’s intertemporal budget constraint to solve for the interest rate:

$$C_1 + \frac{C_2}{1 + r} = Y_1 + \frac{Y_2}{1 + r}$$

$$\frac{$100}{1 + r} = \frac{$0 + $210}{1 + r}$$

$$r = 10\%.$$  

Jill borrowed $100 for consumption in the first period and in the second period used her $210 income to pay $110 on the loan (principal plus interest) and $100 for consumption.

b. The rise in interest rates leads Jack to consume less today and more tomorrow. This is because of the substitution effect: it costs him more to consume today than tomorrow, because of the higher opportunity cost in terms of forgone interest. This is shown in Figure 16–4.

Figure 16–4

By revealed preference we know Jack is better off: at the new interest rate he could still consume $100 in each period, so the only reason he would change his consumption pattern is if the change makes him better off.
c. Jill consumes less today, while her consumption tomorrow can either rise or fall. She faces both a substitution effect and income effect. Because consumption today is more expensive, she substitutes out of it. Also, since all her income is in the second period, the higher interest rate raises her cost of borrowing and, thus, lowers her income. Assuming consumption in period one is a normal good, this provides an additional incentive for lowering it. Her new consumption choice is at point B in Figure 16–5.

We know Jill is worse off with the higher interest rates because she could have consumed at point B before (by not spending all of her second-period money) but chose not to because point A had higher utility.

3. a. A consumer who consumes less than his income in period one is a saver and faces an interest rate \( r_s \). His budget constraint is

\[
C_1 + C_2/(1 + r_s) < Y_1 + Y_2/(1 + r_s).
\]

b. A consumer who consumes more than income in period one is a borrower and faces an interest rate \( r_b \). The budget constraint is

\[
C_1 + C_2/(1 + r_b) < Y_1 + Y_2/(1 + r_b).
\]
c. Figure 16–6 shows the two budget constraints; they intersect at the point \((Y_1, Y_2)\), where the consumer is neither a borrower nor a lender. The shaded area represents the combinations of first-period and second-period consumption that the consumer can choose. To the left of the point \((Y_1, Y_2)\), the interest rate is \(r_b\).

![Figure 16–6](image)

d. Figure 16–7 shows the three cases. Figure 16–7(A) shows the case of a saver for whom the indifference curve is tangent to the budget constraint along the line segment to the left of \((Y_1, Y_2)\). Figure 16–7(B) shows the case of a borrower for whom the indifference curve is tangent to the budget constraint along the line segment to the right of \((Y_1, Y_2)\). Finally, Figure 16–7(C) shows the case in which the consumer is neither a borrower nor a lender: the highest indifference curve the consumer can reach is the one that passes through the point \((Y_1, Y_2)\).
Figure 16–7A

First-period consumption

Figure 16–7B

First-period consumption

Figure 16–7C

First-period consumption
e. If the consumer is a saver, then consumption in the first period depends on \( Y_1 + Y_2/(1 + r_s) \)—that is, income in both periods, \( Y_1 \) and \( Y_2 \), and the interest rate \( r_s \). If the consumer is a borrower, then consumption in the first period depends on \( Y_1 + Y_2/(1 + r_b) \)—that is, income in both periods, \( Y_1 \) and \( Y_2 \), and the interest rate \( r_b \). Note that borrowers discount future income more than savers.

If the consumer is neither a borrower nor a lender, then consumption in the first period depends just on \( Y_1 \).

4. The potency of fiscal policy to influence aggregate demand depends on the effect on consumption: if consumption changes a lot, then fiscal policy will have a large multiplier. If consumption changes only a little, then fiscal policy will have a small multiplier. That is, the fiscal-policy multipliers are higher if the marginal propensity to consume is higher.

a. Consider a two-period Fisher diagram. A temporary tax cut means an increase in first-period disposable income \( Y_1 \). Figure 16–8(A) shows the effect of this tax cut on a consumer who does not face a binding borrowing constraint, whereas Figure 16–8(B) shows the effect of this tax cut on a consumer who is constrained.

The consumer with the constraint would have liked to get a loan to increase \( C_1 \), but could not. The temporary tax cut increases disposable income: as shown in the figure, the consumer’s consumption rises by the full amount that taxes fall. The consumer who is constrained thus increases first-period consumption \( C_1 \) by more
than the consumer who is not constrained—that is, the marginal propensity to consume is higher for a consumer who faces a borrowing constraint. Therefore, fiscal policy is more potent with binding borrowing constraints than it is without them.

b. Again, consider a two-period Fisher diagram. The announcement of a future tax cut increases \( Y_2 \). Figure 16–9(A) shows the effect of this tax cut on a consumer who does not face a binding borrowing constraint, whereas Figure 16–9(B) shows the effect of this tax cut on a consumer who is constrained.

The consumer who is not constrained immediately increases consumption \( C_1 \). The consumer who is constrained cannot increase \( C_1 \), because disposable income has not changed. Therefore, the announcement of a future tax cut has no effect on consumption or aggregate demand if consumers face binding borrowing constraints: fiscal policy is less potent.

5. In this question, we look at how income growth affects the pattern of consumption and wealth accumulation over a person’s lifetime. For simplicity, we assume that the interest rate is zero and that the consumer wants as smooth a consumption path as possible.

a. Figure 16–10 shows the case in which the consumer can borrow. Income increases during the consumer’s lifetime until retirement, when it falls to zero.
Desired consumption is level over the lifetime. Until year $T_1$, consumption is greater than income, so the consumer borrows. After $T_1$, consumption is less than income, so the consumer saves. This means that until $T_1$, wealth is negative and falling. After $T_1$, wealth begins to increase; after $T_2$, all borrowing is repaid, so wealth becomes positive. Wealth accumulation continues until retirement, when the consumer dissaves all wealth to finance consumption.

Figure 16–10

b. Figure 16–11 shows the case in which a borrowing constraint prevents the consumer from having negative wealth. Before $T_1'$, the consumer would like to be borrowing, as in part (a), but cannot. Therefore, income is consumed and is neither saved nor borrowed. After $T_1'$, the consumer begins to save for retirement, and lifetime consumption remains constant at $C'$. 

Figure 16–11
Note that \( C' \) is greater than \( C \), and \( T_1' \) is greater than \( T_1 \), as shown. This is because in part (b), the consumer has lower consumption in the first part of life, so there are more resources left when there is no constraint—consumption will be higher.

6. The life-cycle model predicts that an important source of saving is that people save while they work to finance consumption after they retire. That is, the young save, and the old dissave. If the fraction of the population that is elderly will increase over the next 20 years, the life-cycle model predicts that as these elderly retire, they will begin to dissave their accumulated wealth in order to finance their retirement consumption: thus, the national saving rate should fall over the next 20 years.

7. In this chapter, we discussed two explanations for why the elderly do not dissave as rapidly as the life-cycle model predicts. First, because of the possibility of unpredictable and costly events, they may keep some precautionary saving as a buffer in case they live longer than expected or have large medical bills. Second, they may want to leave bequests to their children, relatives, or charities, so again, they do not dissave all of their wealth during retirement.

If the elderly who do not have children dissave at the same rate as the elderly who do have children, this seems to imply that the reason for low dissaving is the precautionary motive; the bequest motive is presumably stronger for people who have children than for those who don’t.

An alternative interpretation is that perhaps having children does not increase desired saving. For example, having children raises the bequest motive, but it may also lower the precautionary motive: you can rely on your children in case of financial emergency. Perhaps the two effects on saving cancel each other.

8. If you are a fully rational and time-consistent consumer, you would certainly prefer the saving account that lets you take the money out on demand. After all, you get the same return on that account, but in unexpected circumstances (e.g., if you suffer an unexpected, temporary decline in income), you can use the funds in the account to finance your consumption. This is the kind of consumer in the intertemporal models of Irving Fisher, Franco Modigliani, and Milton Friedman.

By contrast, if you face the “pull of instant gratification,” you may prefer the account that requires a 30-day notification before withdrawals. In this way, you precommit yourself to not using the funds to satisfy a desire for instant gratification. This precommitment offers a way to overcome the time-inconsistency problem. That is, some people would like to save more, but at any particular moment, they face such a strong desire for instant gratification that they always choose to consume rather than save. This is the type of consumer in David Laibson’s theory.
Questions for Review

1. In the neoclassical model of business fixed investment, firms will find it profitable to add to their capital stock if the real rental price of capital is greater than the cost of capital. The real rental price depends on the marginal product of capital, whereas the cost of capital depends on the real interest rate, the depreciation rate, and the relative price of capital goods.

2. Tobin’s $q$ is the ratio of the market value of installed capital to its replacement cost. Tobin reasoned that net investment should depend on whether $q$ is greater or less than one. If $q$ is greater than one, then the stock market values installed capital at more than it costs to replace. This creates an incentive to invest, because managers can raise the market value of their firms’ stock by buying more capital. Conversely, if $q$ is less than one, then the stock market values installed capital at less than its replacement cost. In this case, managers will not replace capital as it wears out.

   This theory provides an alternative way to express the neoclassical model of investment. If the marginal product of capital exceeds the cost of capital, for example, then installed capital earns profits. These profits make the firms desirable to own, which raises the market value of these firms’ stock, implying a high value of $q$. Hence, Tobin’s $q$ captures the incentive to invest because it reflects the current and expected future profitability of capital.

3. An increase in the interest rate leads to a decrease in residential investment because it reduces housing demand. Many people take out mortgages to purchase their homes, and a rise in the interest rate increases the cost of the loan. Even for people who do not borrow to buy a home, the interest rate measures the opportunity cost of holding their wealth in housing rather than putting it in the bank.

   Figure 17–1 shows the effect of an increase in the interest rate on residential investment. The higher interest rate shifts the demand curve for housing down, as shown in Figure 17–1(A). This causes the relative price of housing to fall, and as shown in Figure 17–1(B), the lower relative price of housing decreases residential investment.
4. Reasons why firms might hold inventories include:
   a. **Production smoothing.** A firm may hold inventories to smooth the level of production over time. Rather than adjust production to match fluctuations in sales, it may be cheaper to produce goods at a constant rate. Hence, the firm increases inventories when sales are low and decreases them when sales are high.
   b. **Inventories as a factor of production.** Holding inventories may allow a firm to operate more efficiently. For example, a retail store may hold inventories so that it always has goods available to show customers. A manufacturing firm may hold inventories of spare parts to reduce the time an assembly line is shut down when a machine breaks.
   c. **Stock-out avoidance.** A firm may hold inventories to avoid running out of goods when sales are unexpectedly high. Firms often have to make production decisions before knowing how much customers will demand. If demand exceeds production and there are no inventories, the good will be out of stock for a period, and the firm will lose sales and profit.
   d. **Work in process.** Many goods require a number of steps in production and, therefore, take time to produce. When a product is not completely finished, its components are counted as part of a firm’s inventory.

**Problems and Applications**

1. In answering parts (a) to (c), it is useful to recall the neoclassical investment function:

   \[ I = I_n[MPK - (P_K/P)(r + \delta)] + \delta K. \]

   This equation tells us that business fixed investment depends on the marginal product of capital (MPK), the cost of capital \((P_K/P)(r + \delta)\), and the amount of depreciation of the capital stock \((\delta K)\). Recall also that in equilibrium, the real rental price of capital equals the marginal product of capital.
   a. The rise in the real interest rate increases the cost of capital \((P_K/P)(r + \delta)\). Investment declines because firms no longer find it as profitable to add to their capital stock. Nothing happens immediately to the real rental price of capital, because the marginal product of capital does not change.
   b. If an earthquake destroys part of the capital stock, then the marginal product of capital rises because of diminishing marginal product. Hence, the real rental price of capital increases. Because the MPK rises relative to the cost of capital (which does not change), firms find it profitable to increase investment.
   c. If an immigration of foreign workers increases the size of the labor force, then the marginal product of capital and, hence, the real rental price of capital increase. Because the MPK rises relative to the cost of capital (which does not change), firms find it profitable to increase investment.

2. Recall the equation for business fixed investment:

   \[ I = I_n[MPK - (P_K/P)(r + \delta)] + \delta K. \]

   This equation tells us that business fixed investment depends on the marginal product of capital, the cost of capital, and the amount of depreciation of the capital stock.

   A one-time tax levied on oil reserves does not affect the MPK: the oil companies must pay the tax no matter how much capital they have. Because neither the benefit of owning capital (the MPK) nor the cost of capital are changed by the tax, investment does not change either.

   If the firm faces financing constraints, however, then the amount it invests depends on the amount it currently earns. Because the tax reduces current earnings, it also reduces investment.

3. a. There are several reasons why investment might depend on national income. First, from the neoclassical model of business fixed investment we know that an
increase in employment increases the marginal product of capital. Hence, if national income is high because employment increases, then the MPK is high, and firms have an incentive to invest. Second, if firms face financing constraints, then an increase in current profits increases the amount that firms are able to invest. Third, increases in income raise housing demand, which increases the price of housing and, therefore, the level of residential investment. Fourth, the accelerator model of inventories implies that when output rises, firms wish to hold more inventories; this may be because inventories are a factor of production or because firms wish to avoid stock-outs.

b. In the Keynesian cross model of Chapter 10, we assumed that \( I = \bar{I} \). We found the government-purchases multiplier by considering an increase in government expenditure of \( \Delta G \). The immediate effect is an increase in income of \( \Delta G \). This increase in income causes consumption to rise by \( MPC \times \Delta G \). This increase in consumption increases expenditure and income once again. This process continues indefinitely, so the ultimate effect on income is

\[
\Delta Y = \Delta G \left[ 1 + mpc + mpc^2 + mpc^3 + \ldots \right] = \frac{1}{1 - MPC} \Delta G.
\]

Hence, the government spending multiplier we found in Chapter 10 is

\[
\Delta Y / \Delta G = 1/(1 - MPC).
\]

Now suppose that investment also depends on income, so that \( I = \bar{I} + aY \). As before, an increase in government expenditure by \( \Delta G \) initially increases income by \( \Delta G \). This initial increase in income causes consumption to rise \( MPC \times \Delta G \); now, it also causes investment to increase by \( a \Delta G \). This increase in consumption and investment increases expenditure and income once again. The process continues until

\[
\Delta Y = \Delta G \left[ 1 + (mpc + a) + (mpc + a)^2 + (mpc + a)^3 + \ldots \right] = \frac{1}{1 - (MPC - a)} \Delta G.
\]

Hence, the government-purchases multiplier becomes

\[
\Delta Y / \Delta G = 1/(1 - MPC - a).
\]

Proceeding the same way, we find that the tax multiplier becomes

\[
\Delta Y / \Delta T = -MPC/(1 - MPC - a).
\]

Note that the fiscal-policy multipliers are larger when investment depends on income.
c. The government-purchases multiplier in the Keynesian cross tells us how output responds to a change in government purchases, for a given interest rate. Therefore, it tells us how much the IS curve shifts out in response to a change in government purchases. If investment depends on both income and the interest rate, then we found in part (b) that the multiplier is larger, so that we know the IS curve shifts out farther than it does if investment depends on the interest rate alone. This is shown in Figure 17–2 by the shift from $IS_1$ to $IS_2$.
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From the figure, it is clear that national income and the interest rate increase. Since income is higher, consumption is higher as well. We cannot tell whether investment rises or falls: the higher interest rate tends to make investment fall, whereas the higher national income tends to make investment rise.

In the standard model where investment depends only on the interest rate, an increase in government purchases unambiguously causes investment to fall. That is, government purchases “crowd out” investment. In this model, an increase in government purchases might instead increase investment in the short run through the temporary expansion in $Y$.

4. A stock market crash implies that the market value of installed capital falls. Tobin’s $q$—the ratio of the market value of installed capital to its replacement cost—also falls. This causes investment and hence aggregate demand to fall.

If the Fed seeks to keep output unchanged, it can offset this aggregate-demand shock by running an expansionary monetary policy.

5. If managers think the opposition candidate might win, they may postpone some investments that they are considering. If they wait, and the opposition candidate is elected, then the investment tax credit reduces the cost of their investment. Hence, the campaign promise to implement an investment tax credit next year causes current investment to fall. This fall in investment reduces current aggregate demand and output: the recession deepens.

Note that this deeper recession makes it more likely that voters vote for the opposition candidate instead of the incumbent, making it more likely that the opposition candidate wins.
6. a. In the 1970s, the baby-boom generation reached adulthood and started forming their own households. This implies that in our model of residential investment, demand for housing rose. As shown in Figure 17–3, this causes housing prices and residential investment to rise.

**Figure 17–3**

b. The *Economic Report of the President 1999* (Table B–7) reports that in 1970, the real price of housing—the ratio of the residential investment deflator to the GDP deflator—was 27.74/30.48, or 0.91. In 1980, this ratio had risen to 66.62/60.34, or 1.10. Thus, between 1970 and 1980 the real price of housing rose 21 percent. This finding is consistent with the prediction of our model.
7. Consider the Solow growth model from Chapters 4 and 5. The Solow model shows that the saving rate is a key determinant of the steady-state capital stock. If the tax laws encourage investment in housing but discourage investment in business capital, this implies that the fraction of output devoted to business investment is lower because of the tax consequences. Figure 17–4 shows the outcome of the Solow model for low and high saving rates. At the lower saving rate, business capital-per-worker and business output-per-worker is also lower. Thus, the tax system distorts the economy’s choice of business output versus housing.

An alternative way to see this effect is to think of the labor market. With less capital for each worker, the marginal product of labor is lower. Hence, in the long run, the real wage of workers is lower because of the distortions of the tax system.
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**Figure 17–4**
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Questions for Review

1. In a system of fractional-reserve banking, banks create money because they ordinarily keep only a fraction of their deposits in reserve. They use the rest of their deposits to make loans. The easiest way to see how this creates money is to consider the balance sheets for three banks, as in Figure 18–1.

<table>
<thead>
<tr>
<th>A. Balance Sheet — Firstbank</th>
<th>Money Supply = $1,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Liabilities</td>
</tr>
<tr>
<td>Reserves $1,000</td>
<td>Deposits $1,000</td>
</tr>
</tbody>
</table>

Money creation does not stop with Firstbank. If the borrowers deposit their $800 of currency in Secondbank, then Secondbank can use these deposits to make loans. If Secondbank also has a reserve–deposit ratio of 20 percent, then it keeps $160 of the
$800 in reserves and lends out the remaining $640. By lending out this money, Second-bank increases the money supply by $640, as in Figure 18-1(C). The total money supply is now $2,440.

This process of money creation continues with each deposit and subsequent loans made. In the text, we demonstrated that each dollar of reserves generates $(1/rr)$ of money, where $rr$ is the reserve–deposit ratio. In this example, $rr = 0.20$, so the $1,000 originally deposited in Firstbank generates $5,000 of money.

2. The Fed influences the money supply through open-market operations, reserve requirements, and the discount rate. Open-market operations are the purchases and sales of government bonds by the Fed. If the Fed buys government bonds, the dollars it pays for the bonds increase the monetary base and, therefore, the money supply. If the Fed sells government bonds, the dollars it receives for the bonds reduce the monetary base and therefore the money supply. Reserve requirements are regulations imposed by the Fed that require banks to maintain a minimum reserve–deposit ratio. A decrease in the reserve requirements lowers the reserve–deposit ratio, which allows banks to make more loans on a given amount of deposits and, therefore, increases the money multiplier and the money supply. The discount rate is the interest rate that the Fed charges banks to borrow money. Banks borrow from the Fed if their reserves fall below the reserve requirements. A decrease in the discount rate makes it less expensive for banks to borrow reserves. Therefore, banks will be likely to borrow more from the Fed; this increases the monetary base and therefore the money supply.

3. To understand why a banking crisis might lead to a decrease in the money supply, first consider what determines the money supply. The model of the money supply we developed shows that

\[ M = m \times B. \]

The money supply $M$ depends on the money multiplier $m$ and the monetary base $B$. The money multiplier can also be expressed in terms of the reserve–deposit ratio $rr$ and the currency–deposit ratio $cr$. This expression becomes

\[ M = \left( \frac{cr + 1}{cr + rr} \right) B. \]

This equation shows that the money supply depends on the currency–deposit ratio, the reserve–deposit ratio, and the monetary base.

A banking crisis that involved a considerable number of bank failures might change the behavior of depositors and bankers and alter the currency–deposit ratio and the reserve–deposit ratio. Suppose that the number of bank failures reduced public confidence in the banking system. People would then prefer to hold their money in currency (and perhaps stuff it in their mattresses) rather than deposit it in banks. This change in the behavior of depositors would cause massive withdrawals of deposits and, therefore, increase the currency–deposit ratio. In addition, the banking crisis would change the behavior of banks. Fearing massive withdrawals of deposits, banks would become more cautious and increase the amount of money they held in reserves, thereby increasing the reserve–deposit ratio. As the preceding formula for the money multiplier indicates, increases in both the currency–deposit ratio and the reserve–deposit ratio result in a decrease in the money multiplier and, therefore, a fall in the money supply.

4. Portfolio theories of money demand emphasize the role of money as a store of value. These theories stress that people hold money in their portfolio because it offers a safe nominal return. Therefore, portfolio theories suggest that the demand for money depends on the risk and return of money as well as all the other assets that people hold in their portfolios. In addition, the demand for money depends on total wealth because wealth measures the overall size of the portfolio.

In contrast, transactions theories of money demand stress the role of money as a medium of exchange. These theories stress that people hold money in order to make purchases. The demand for money depends on the cost of holding money (the interest
rate) and the benefit (the ease of making transactions). Money demand, therefore, depends negatively on the interest rate and positively on income.

5. The Baumol–Tobin model analyzes how people trade off the costs and benefits of holding money. The benefit of holding money is convenience: people hold money to avoid making a trip to the bank every time they wish to purchase something. The cost of this convenience is the forgone interest they would have received had they left the money deposited in a savings account. If \( i \) is the nominal interest rate, \( Y \) is annual income, and \( F \) is the cost per trip to the bank, then the optimal number of trips to the bank is

\[
N^* = \frac{\sqrt{2F}}{\sqrt{Yi}}
\]

This formula reveals the following: As \( i \) increases, the optimal number of trips to the bank increases because the cost of holding money becomes greater. As \( Y \) increases, the optimal number of trips to the bank increases because of the need to make more transactions. As \( F \) increases, the optimal number of trips to the bank decreases because each trip becomes more costly.

Examining the optimal number of trips to the bank provides insight into average money holdings—that is, money demand. More frequent trips to the bank decrease the amount of money people hold, and less frequent trips increase this amount. We know that average money holding is \( Y/(2N^*) \). By plugging this into the preceding expression for \( N^* \), we find

\[
\text{Average Money Holding} = \frac{\sqrt{2F}}{\sqrt{Yi}}
\]

Thus, the Baumol–Tobin model tells us that money demand depends positively on expenditure and negatively on the interest rate.

6. “Near money” refers to nonmonetary assets that have acquired some of the liquidity of money. For example, it used to be that assets held primarily as a store of value, such as mutual funds, were inconvenient to buy and sell. Today, mutual funds allow depositors to hold stocks and bonds and make withdrawals simply by writing checks from their accounts. The existence of near money complicates monetary policy by making the demand for money unstable. As a result, velocity of money becomes unstable, and the quantity of money gives faulty signals about aggregate demand.

### Problems and Applications

1. The model of the money supply developed in Chapter 18 shows that

\[
M = mB.
\]

The money supply \( M \) depends on the money multiplier \( m \) and the monetary base \( B \). The money multiplier can also be expressed in terms of the reserve–deposit ratio \( rr \) and the currency–deposit ratio \( cr \). Rewriting the money supply equation:

\[
M = \frac{B}{(cr + 1)}
\]

This equation shows that the money supply depends on the currency–deposit ratio, the reserve–deposit ratio, and the monetary base.

To answer parts (a) through (c), we use the values for the money supply, the monetary base, the money multiplier, the reserve–deposit ratio, and the currency–deposit ratio from Table 18–1:
### Table

<table>
<thead>
<tr>
<th></th>
<th>August 1929</th>
<th>March 1933</th>
</tr>
</thead>
<tbody>
<tr>
<td>Money supply</td>
<td>26.5</td>
<td>19.0</td>
</tr>
<tr>
<td>Monetary base</td>
<td>7.1</td>
<td>8.4</td>
</tr>
<tr>
<td>Money multiplier</td>
<td>3.7</td>
<td>2.3</td>
</tr>
<tr>
<td>Reserve–deposit ratio</td>
<td>0.14</td>
<td>0.21</td>
</tr>
<tr>
<td>Currency–deposit ratio</td>
<td>0.17</td>
<td>0.41</td>
</tr>
</tbody>
</table>

a. To determine what would happen to the money supply if the currency–deposit ratio had risen but the reserve–deposit ratio had remained the same, we need to recalculate the money multiplier and then plug this value into the money supply equation \( M = mB \). To recalculate the money multiplier, use the 1933 value of the currency–deposit ratio and the 1929 value of the reserve–deposit ratio:

\[
m = \frac{(cr_{1933} + 1)}{(cr_{1933} + rr_{1929})} = \frac{(0.41 + 1)}{(0.41 + 0.14)} = 2.56.
\]

To determine the money supply under these conditions in 1933:

\[
M_{1933} = mB_{1933}.
\]

Plugging in the value for \( m \) just calculated and the 1933 value for \( B \):

\[
M_{1933} = 2.56 \times 8.4 = 21.504.
\]

Therefore, under these circumstances, the money supply would have fallen from its 1929 level of 26.5 to 21.504 in 1933.

b. To determine what would have happened to the money supply if the reserve–deposit ratio had risen but the currency–deposit ratio had remained the same, we need to recalculate the money multiplier and then plug this value into the money supply equation \( M = mB \). To recalculate the money multiplier, use the 1933 value of the reserve–deposit ratio and the 1929 value of the currency–deposit ratio:

\[
m = \frac{(cr_{1929} + 1)}{(cr_{1929} + rr_{1933})} = \frac{(0.17 + 1)}{(0.17 + 0.21)} = 3.09.
\]

To determine the money supply under these conditions in 1933:

\[
M_{1933} = mB_{1933}.
\]

Plugging in the value for \( m \) just calculated and the 1933 value for \( B \):

\[
M_{1933} = 3.09 \times 8.4 = 25.96.
\]

Therefore, under these circumstances, the money supply would have fallen from its 1929 level of 26.5 to 25.96 in 1933.

c. From the calculations in parts (a) and (b), it is clear that the decline in the currency–deposit ratio was most responsible for the drop in the money multiplier and, therefore, the money supply.

2. a. The introduction of a tax on checks makes people more reluctant to use checking accounts as a means of exchange. Therefore, they hold more cash for transactions purposes, raising the currency–deposit ratio \( cr \).

b. The money supply falls because the money multiplier, \( \frac{cr + 1}{cr + rr} \), is decreasing in \( cr \). Intuitively, the higher the currency–deposit ratio, the lower the proportion of the monetary base that is held by banks in the form of reserves and, hence, the less money banks can create.
c. The contraction of the money supply shifts the $LM$ curve upward, raising interest rates and lowering output, as in Figure 18–2. This was not a very sensible action to take in 1932.

3. The epidemic of street crimes causes average cash holdings to fall and the number of trips to the bank to rise. In the Baumol–Tobin model, agents balance two costs: the fixed cost of a trip to the bank versus the cost of forgone interest from holding cash. The wave of street crime gives rise to a second cost of holding cash: it might be stolen. In particular, the higher one's average holdings of cash (i.e., the less frequently one goes to the bank) the greater the amount of money that is liable to be stolen. Bringing this new cost into the minimization problem provides an additional incentive to go to the bank more often and hold less cash.

4. a. Suppose you spend $1,500 per year in cash. $Y = 1,500$.
   b. Suppose a trip to the bank takes 0.5 hour, and you earn $10 per hour. Then each trip to the bank costs you $(0.5 \times $10) = $5. $F = 5$.
   c. Assume that the interest rate on your checking account is 6 percent. $i = 0.06$.
   d. According to the Baumol–Tobin model, the optimal number of times to go to the bank is

   $$N^* = \frac{iY}{2F}.$$

   Plugging in the values of $i$, $Y$, and $F$ that we established in parts (a), (b), and (c), we find

   $$N^* = \frac{(0.06 \times 1,500)}{(2 \times 5)}.$$

   $$= 3.$$

   According to the Baumol–Tobin model, you should go to the bank three times per year. You should withdraw $Y/N^*$ each time you go to the bank, or $500.
   e. In practice, many people go to the bank about once a week and withdraw the amount they expect to spend that week.
   f. Most people find that they go to the bank more frequently and hold less money on average than the Baumol–Tobin model predicts. One possible explanation is that people fear they will be robbed. The threat of theft increases the opportunity cost of holding money and therefore leads people to go to the bank more often and hold less money. Modifying the Baumol–Tobin model to incorporate this additional cost of holding money might lead to more accurate predictions.
5. a. To write velocity as a function of trips to the bank, note that for simplicity, the presentation of the Baumol–Tobin model in the text ignored prices (implicitly holding them fixed). But conceptually, the model relates *nominal* expenditure $PY$ to nominal money holdings.

From the quantity equation:

$$MV = PY.$$  

Rewriting this equation in terms of velocity:

$$V = (PY)/M.$$  

The Baumol–Tobin model tells us that average nominal money holdings is:  

$$M = PY/2N.$$  

We know that real average money holdings is:  

$$M/P = Y/2N.$$  

Substituting this expression into the velocity equation, we obtain:

$$V = PY/(PY/2N).$$  

$$V = 2N.$$  

This equation tells us that velocity increases as the number of trips to the bank increase. More trips to the bank means that fewer dollars are held on hand to finance the same amount of expenditure. Therefore, dollars must change hands more quickly. In other words, velocity increases.

b. To express velocity as a function of $Y$, $i$, and $F$, begin with the velocity expression from part (a), $V = 2N$. The formula for the optimal number of trips to the bank tells us that

$$N^* = \sqrt{\frac{iY}{2F}}.$$  

Plugging $N^*$ into the velocity expression, we obtain:

$$V = 2\sqrt{\frac{iY}{2F}}.$$  

Velocity is now expressed as a function of $Y$, $i$, and $F$.

c. As the expression for velocity derived in part (b) indicates, an increase in the interest rate leads to an increase in velocity. Because the opportunity cost of holding money increases, people make more trips to the bank, and on average hold less money. The increase in velocity reflects the fact that fewer dollars are held to finance the same expenditure. Dollars must therefore change hands more quickly.

d. As the expression for velocity derived in part (b) indicates, nothing happens to velocity when the price level rises. An increase in the price level not only increases desired (nominal) expenditure but also increases desired money holdings by the same amount.

e. To see what happens to velocity as the economy grows, first note that $Y$ and $F$ appear in ratio to one another in the velocity expression derived in part (b). As the economy grows, $Y$ increases, reflecting greater expenditure on goods and services. Yet, the wage will also rise, making the cost of going to the bank $F$ higher. (In the Solow growth model, for example, the real wage grows at the same rate as real expenditure per person.) Therefore, in a growing economy, the ratio $Y/F$ is likely to remain fixed, implying that there will be no trend in velocity.

f. From the velocity expression we derived in part (a), we can see that if $N$ is fixed, then velocity is also fixed.
Questions for Review

1. Real business cycle theory explains fluctuations in employment through fluctuations in the supply of labor. The theory emphasizes that the quantity of labor supplied depends on the economic incentives that workers face. Intertemporal substitution—that is, the willingness of workers to reallocate their labor over time—is especially important in determining how people respond to incentives. If today’s wage or interest rate is temporarily high, for example, it is attractive to work more today relative to tomorrow.

2. There are four central disagreements in the debate over real business cycle theory. These disagreements have not yet been settled, and, as a result, they remain areas of active research. These areas are:
   
i. **The interpretation of the labor market.** Over the business cycle, the unemployment rate varies widely. Advocates of real business cycle theory believe that fluctuations in employment result from changes in the amount people want to work—by assumption, the economy is always on the labor supply curve. They believe that unemployment statistics are difficult to interpret for at least two reasons: first, people may claim to be unemployed to collect unemployment-insurance benefits; second, the unemployed might be willing to work if they were offered the wage they receive in most years.

   Critics think that fluctuations in employment do not just reflect the amount that people want to work. They believe that the high unemployment rate in recessions suggests that the labor market does not clear—that is, that the wage does not adjust to equilibrate labor supply and labor demand.

   ii. **The importance of technology shocks.** Real business cycle advocates assume that economies experience fluctuations in their ability to produce goods and services from inputs of capital and labor. These fluctuations may arise from the weather, environmental regulations, and oil prices, as well as technology itself.

   Critics of real business cycle theory ask, “What are the shocks?” It seems likely to them that technological progress occurs gradually. Also, these critics question whether recessions are really times of technical regress. The accumulation of technology may slow down, but it seems unlikely that it goes into reverse.

   iii. **The neutrality of money.** Reductions in money growth and inflation are usually associated with periods of high unemployment. Most observers interpret this as evidence that monetary policy has a strong influence on the real economy. Real business cycle theory focuses on nonmonetary (that is, “real”) causes of business fluctuations, arguing that the close correlation between money and output arises because fluctuations in output cause fluctuations in the money supply, not the reverse. Hence, advocates of real business cycle theory argue that monetary policy does not affect real variables such as output and employment.

   iv. **The flexibility of wages and prices.** Most of microeconomic analysis assumes that prices adjust to equilibrate supply and demand. Advocates of real business cycle theory believe that macroeconomists should make the same assumption. They argue that the stickiness of wages and prices is not important for understanding economic fluctuations. Critics of real business cycle theory point out that many wages and prices are not flexible. They believe that this inflexibility explains both the existence of unemployment and the non-neutrality of money.
3. Staggered price adjustment significantly slows the adjustment of the price level after a monetary contraction. When any one firm adjusts its price, that firm will be reluctant to change its price very much, since a large change would alter its real price (its price relative to other firms). The result of these incremental changes is that even after every firm in the economy has gone through one round of price adjustment, the aggregate price level will not have fully adjusted to its new equilibrium level.

4. Survey data indicate that there are large differences among firms in the frequency of price adjustment. However, sticky prices are quite common—the typical firm in the economy adjusts its prices once or twice a year. Firms give a wide range of reasons why they don’t change prices more often. One interpretation is that different theories apply to different firms, depending on industry characteristics, and that price stickiness is a macroeconomic phenomenon without a single microeconomic explanation. Coordination failure tops the list of reasons cited.

Problems and Applications

1. In response to temporary good weather, Robinson Crusoe works harder. Hence, GDP rises from the combined effects of the good weather and the harder work. Crusoe works harder because of the intertemporal substitution of leisure. The price of leisure today is relatively high, because Crusoe needs to give up a lot of production in order to take leisure. Leisure in a couple of days will be relatively cheap because the weather will not be as good, so Crusoe will not be giving up as much production in order to take leisure. Faced with these prices, Crusoe will choose to consume less leisure today (work more) so that he can consume more leisure tomorrow.

By contrast, if the weather improves permanently, there is no intertemporal substitution effect for Crusoe’s labor—his productivity today is the same as it is tomorrow. There are, however, other reasons why Crusoe might want to change his work habits in this world of better weather. There is an income effect, since the better weather makes Crusoe richer and, hence, he can afford to work less hard. Offsetting this is a substitution effect, since the price of leisure in terms of forgone output is higher and, hence, Crusoe will motivated to work harder. Without observing Crusoe we do not know which of these two effects is stronger and, thus, we do not know whether he will work more or less.

Even if Crusoe works less after the good weather, it is very likely that the GDP will still rise because of the higher level of productivity. The reason is that Crusoe will want to use his increased potential to make sure he has more of both things he likes—goods and leisure—so he is unlikely to increase his leisure so much that consumption falls. In microeconomic language we say that GDP rises because goods and leisure are both normal goods, i.e., goods that you want more of when your income rises.

2. Real business cycle theory assumes that the price level is fully flexible. As a result, in this chapter we have ignored the LM curve: it has no effect on real variables. In other words, we assume that the price level adjusts to keep the money market in equilibrium, so that the supply of real balances equals its demand:

\[
\frac{M}{P} = L(r, Y).
\]

The Federal Reserve determines the money supply \( M \); the intersection of real aggregate supply and real aggregate demand determines the interest rate \( r \) and the level of output \( Y \). Only the price level is free to adjust to ensure that the money market clears.

a. An increase in output \( Y \) increases the demand for real money balances. If the Fed keeps the money supply \( M \) constant, then the price level must fall to restore equilibrium in the money market. Hence, \( P \) and \( Y \) fluctuate in opposite directions.
b. Now suppose the Fed adjusts the money supply to keep the price level $P$ from changing. An increase in output $Y$ increases the demand for real money balances. To keep the price level from falling, the Fed must increase the money supply. Similarly, if output falls, the Fed must reduce the money supply to keep the money market in equilibrium with a stable price level. Hence, $M$ and $Y$ fluctuate in the same direction.

c. The correlation between fluctuations in the money supply and fluctuations in output is not necessarily evidence against real business cycle theory. If the Fed follows the policy in part (b), in which it tries to keep the price level stable, then we will observe a close correlation between $M$ and $Y$, without money having any effect on output. Rather, the correlation results from the endogenous response of the monetary authority to fluctuations in output.

3. a. Figure 19–1 shows the payoffs from this game. If they both work hard, they each get $100 of profit less $20 in effort for a total of $80 each. If only one of them works hard, the hard worker gets $70 in profit minus $20 in effort while the other enjoys the entire $70 in profit with no cost in terms of effort. Finally, if neither of them works, they each get $60.

<table>
<thead>
<tr>
<th></th>
<th>Ben</th>
</tr>
</thead>
<tbody>
<tr>
<td>hard</td>
<td>80 80</td>
</tr>
<tr>
<td>easy</td>
<td>70 50</td>
</tr>
</tbody>
</table>

b. Andy and Ben would prefer that both work hard so they each get the maximum payoff, $80.

c. If Andy expects Ben to work hard, he has a choice of also working hard and earning $80, or of slacking off and getting $70. As a result he will choose to work hard also. Ben faces the same options and would make the same decision. Working hard is an equilibrium: if both Andy and Ben expect the other to work hard, then they will both work hard and satisfy each other’s expectations.

d. If Andy expects Ben to be lazy, he could work hard and get $50 or he could be lazy and get $60. As a result he will choose to be lazy. Ben faces the same options and would make the same decision. Being lazy is also an equilibrium: if both Andy and Ben expect the other to be lazy, they will both be lazy and satisfy each other’s expectations.

e. This game is an example of the possibility of coordination failure in a business relationship. Andy and Ben could both end up being lazy even though they would both be better off working harder. If they could coordinate and both work harder, then they would be better off, but neither of them has the incentive to start working harder unilaterally. In practice coordination failures may be a more important problem in games with many players; with few players it is less difficult to coordinate. Also, the relationship between business partners (including coauthors) is more like a repeated game where each period the partners make choices about their work effort. In this repeated game there are strategies like “I work hard only if you did last time” that make it easier to stay in the good equilibrium.
4. a. Figure 19–2 shows marginal cost, demand, and marginal revenue. The marginal revenue curve lies below the demand curve, since lowering the price in order to move down the demand curve reduces the revenue from all of the previous units sold. The profit-maximizing quantity is where marginal revenue equals marginal cost. The monopolist then sets the price by choosing the point along the demand curve that corresponds to that quantity. On Figure 19–2, the consumer surplus is area A and the profit is area B.

![Figure 19–2](image-url)
b. Figure 19–3 shows that at the higher price the consumer surplus is A. Compared with the optimum, the change in consumer surplus is \(- (B + C)\). Consumers lose both areas because fewer consumers enjoy the good and because the price is higher.

Profits go from \(D + E\) at the optimum to \(B + D\). Compared with the optimum, the change in profits at the higher price is \(B – E\). Producers lose because fewer goods are sold but gain because they get a higher price for each unit sold.

c. The firm will adjust its price if \(E > \) menu cost. In making this decision it is ignoring the cost of the higher prices to consumer surplus. Society would be better off adjusting prices if the total social loss, \(C + E\), were greater than the menu cost. In other words, when menu costs are present monopolists will not downwardly adjust their prices often enough.